
 

  
Abstract—Text categorisation is a popular problem that has been 
studied extensively in the last four decades. This paper 
investigates different variations of vector space models (VSMs) 
and term weighting approaches using KNN algorithm. The base 
of our comparison in the experiments we conduct is the F1 
evaluation measure. The Experimental results against different 
Arabic text categorisation data sets provide evidence that Dice 
and Jaccard Coefficient outperform the Cosine Coefficient 
approach with regards to F1 results, and the Dice-based TF.IDF 
achieves the highest average scores.  

 
Index Terms—Data sets, Data mining, Text categorisation, Term 
weighting, VSM. 
 

I. INTRODUCTION 
ext categorisation (TC) is one of the important tasks in 

information retrieval (IR) and data mining [14]. This is 
because of the significance of natural language text, the huge 
amount of text stored on the internet, and the available 
information libraries and document corpus. Further, TC 
importance rises up since it concerns with natural language 
text processing and classification using different techniques, 
in which it makes the retrieval and other text manipulation 
processes easy to execute.  

Many TC approaches from data mining and machine 
learning exist such as: decision trees [9], Support Vector 
Machine (SVM) [4], rule induction [8], and Neural Network 
[19]. The goal of this paper is to present and compare results 
obtained against Arabic text collections using K-Nearest 
Neighbour algorithm. Particularly, three different 
experimental runs of the KNN algorithm (Cosine, Dice, 
Jaccard) on the Arabic data sets we consider are performed. 

Generally, TC based on text similarity goes through two 
steps: Similarity measurement and classification assignment. 
Term weighting is one of the known concepts in TC, which 
can be defined as a factor given to a term in order to reflect 
the importance of that term. There are many term weighting  
approaches, including, inverse document frequency (IDF),  
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weighted inverse document frequency (WIDF) and inverse 
term frequency (ITF) [16]. IDF and WIDF focus on terms 
occurrences inside a text corpus. WIDF distinguishes between 
two terms that have different occurrences, whereas, IDF treats 
both terms equally. In this paper, we compare different 
variations of VSMs with KNN [20] algorithm using IDF and 
WIDF. The base of our comparison between the different 
implementations of the KNN is the F1 measure [18]. In other 
words, we want to determine the best VSM, which if merged 
with KNN produces good F1 results. To the best of the 
author's knowledge, there are no comparisons which have 
been conducted against Arabic language data collections using 
VSM.  

  The organisation of this paper is as follows, related works 
are discussed in Section 2. TC problem is described in Section 
3. In Section 4, experiment results are explained, and finally 
conclusions and future works are given in Section 5. 

 

II. RELATED WORKS 
Since TC stands at the cross junction to modern IR and 

machine learning, several research papers have focused on it 
but each of which has concentrated on one or more issues 
related to such task. There are few previous works on Arabic 
TC. For instance, [7] compared between Manhattan distance 
and Dice measures using N-gram frequency statistical 
technique against Arabic data sets collected from several 
online Arabic newspaper websites. The results showed that N-
gram using Dice measure outperformed Manhattan distance. 
The author's of [13] presented results using statistical methods 
such as maximum entropy to cluster Arabic news articles; the 
results derived by these methods were promising without 
morphological analysis. In [6], Naïve Bayes was applied to 
classify Arabic web data, the results showed that the average 
accuracy was 68.78%. [2] used Maximum Entropy for TC on 
Arabic data sets, the results revealed that the average F-
measure increased from 68.13% to 80.41% using 
preprocessing techniques (normalisation, stopwords removal, 
and stemming). Finally, the algorithm developed by [1] has 
outperformed other presented text classification algorithms, 
i.e. [6], [2], [13], and Sakhr's Categorizer [10] with regards to 
F-measure results.  
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III. TEXT CATEGORISATION PROBLEM 
   TC is one of the well studied problems in data mining and 

IR.  Given a large quantity of documents in a data set where 
each document is associated with its corresponding categories. 
The categorisation involves building a model from classified 
documents, in order to classify previously unseen documents 
as accurately as possible. TC problem can be defined 
according to [14] as follows: let G denotes the collection of 
categories which contain {g1,g2,…..,gn}, let D denotes the 
collection of documents {d1,d2,…,dj}. Also, let R denotes the 

set of classifiers for },{ FTGD →× , each pair (dj,gn) 
where document dj ε D is assigned a Boolean value i.e. T or F, 
where T indicates a document that belongs to gn, while a value 
of  F indicates a document not belonging to category gn. 

 

A.  Term Weighting Measures 
 

Term weighting is one of the important issues in TC, which 
has been widely investigated in IR [12]. Term weighting 
corresponds to a value given to a term to reflect the 
importance of that term in a document in order to improve the 
classification performance.  There are many term weighting 
approaches, including, IDF, TF.IDF, WIDF, ITF, log(1+TF), 
and so on.  Table I explains some of these approaches.  

Where  
N: The total number of the given documents. 
n: The number of documents, which contain a specified 

term.  
 

B.  Similarity Measurements 
 

There are several well-known similarity techniques, such 
as: VSM [11], and Probabilistic Model [16]. The VSM is one 
of the popular models in IR systems. As indicated by its name, 
it is based on the concept of t-dimensional vectors; more 
details are given in [11]. In this paper we focus on VSM by 
adapting different measures: Cosine (shown in equation (1)), 
Jaccard (shown in equation (2)), and Dice (shown in equation 
(3)).    
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Where Vi is the document, Vj is the incoming document, 
Wik corresponds to the weight of the k-th element of the term 
vector Vi, i.e. pre-categorised documents, and Wjk is the 
weight of K-th element of the term vector Vj   i.e. incoming 
text.  The greater the value of  Sim(Vi,Vj), the more similar 
these two texts are. 

C. Classification Assignment 
 

There are many approaches to assign categories to 
incoming text such as (SVM) [4], Neural Network [19] and k-
nearest neighbor (KNN) [20]. In our paper, we implemented 
text-to-text comparison (TTC), which is also known as the 
KNN [20]. KNN is a statistical classification approach, which 

has been intensively studied in pattern recognition over four 
decades. KNN has been successfully applied to TC problem, 
i.e. [21], [20], and showed promising results if compared with 
other statistical approaches such as Baysian based Network 
[17].  

IV. EXPERIMENT RESULTS 
The data used in our experiments are data sets collected 

from online Arabic newspapers including Al-Jazeera, Al-
Nahar, Al-hayat, Al-Ahram, and Al-Dostor. Arabic text is 
different than English one since Arabic language is highly 
inflectional and derivational language which makes 
monophonical analysis a complex task. Also, in Arabic script, 
some of the vowels are represented by diacritics which usually 
left out in the text and it does use capitalisation for proper 
nouns that creates ambiguity in the text [3].  

Three TC techniques based on vector model similarity 
(Cosine, Jaccard, and Dice) have been compared in term of F1 
measure, which is shown in equation (4). These methods use 
the same strategy to classify incoming text i.e. KNN. We have 
several options to construct a text classification method; we 
compared techniques using different term weighting IDF, 

    TABLE I 
 TERM WEIGHTING APPROACHES 

Term weighting Equation Description 

TF TF(d,t) Term Frequency 
IDF log (N/n) Inverse Term Frequency 

TF.IDF TF (t).IDF (t) 
Combine Term 
Frequency with Inverse 
Term Frequency  

WIDF ∑
∈Di

tiTF
tdTF

),(
),(

 
Weighted Inverse Term 
Frequency 

ITF 1-1/(1+TF) Inverse Term Frequency 

LOGTF Log(1+TF) Logarithmic Frequency 
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WIDF, ITF and log (1+tf).KNN. All of the experiments were 
implemented using VB.NET on 2.8 Pentium IV machine with 
256 RAM.   

      
ecisioncall
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Precision and Recall shown in equations (5,6) are known 
measures used to evaluate IR techniques. 
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For Group of documents gi, the FP is the number of 
documents not belonging to group gi that have been 
incorrectly categorised as group gi ; the TP is the number of 
documents belonging to group gi  that have been correctly 
categorised as group gi ; FN is the number of documents 
belonging to group gi that have been incorrectly categorised as 
group gk.   

Table II gives the F1 results generated by the three 
categorisers (Cosine, Dice and Jaccard) against six Arabic 
data sets; where in each data set we consider 70% of 
documents arbitrary for training, and 30% for testing. K 
parameter in the KNN algorithm was set to 11.  

  After analysing Table II, we discovered that there is 
consistency between Dice based on TF.IDF and Jaccard based 

on TF.IDF algorithm in which both of them outperformed 
Cosine based TF.IDF, Cosine based WIDF, Cosine based ITF, 
Cosine based log(1+tf), Dice based WIDF, Dice based ITF, 
Dice based log(1+tf), Jaccard based WIDF, Jaccard based 
ITF, and Jaccard based log(1+tf). Particularly, Dice based 
TF.IDF outperformed Dice based WIDF, Dice based ITF, 
Dice based log(1+tf), Jaccard based WIDF, Jaccard based 
ITF, Jaccard based log(1+tf), Cosine based TF.IDF, Cosine 
based WIDF, Cosine based ITF, and Cosine based log(1+tf) 
on 6,5,6,6,5,6,6,6,5, and 4 data sets, respectively. 

According to Fig 1, there are similarities between Dice and 
Jaccard methods, in which both produced similar F1 results 
for the same term weighting. Cosine based WIDF has the least 
F1 results on the data sets we consider. Dice TF.IDF and 
Jaccard TF.IDF achieved the highest scores on Health data 
sets; Cosine WIDF achieved the least score against the Art 
data sets.  WIDF term weighting approach has the lowest F1 
results with the same similarity function.  

 

V. CONCLUSIONS AND FUTURE WORKS 
 

In this paper, we investigated different variations of VSM 
using KNN algorithm, these variations are Cosine coefficient, 
Dice coefficient and Jacaard coefficient, using different term 
weighting approaches. The average F1 results obtained against 
six Arabic data sets indicated that Dice based TF.IDF and 
Jaccard based TF.IDF outperformed Cosine based TF.IDF, 
Cosine based WIDF, Cosine based ITF, Cosine based 
log(1+tf), Dice based WIDF, Dice based ITF, Dice based 
log(1+tf), Jaccard based WIDF, Jaccard based ITF, and 
Jaccard based log(1+tf). In near future, we intend to propose a 
new multi-label classification approach based on association 
rule for the TC problem, and we intend to build larger Arabic 
Language TC data sets. 
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