
 

 

 

  

Abstract—In this paper we present the vectorization method 

for support vector machines in a hybrid Data Mining and 

Case-Based Reasoning system which incorporates a vector 

model to help transfer textual information to numerical vector 

in order to make the real world information more adapted to 

the data mining engine. The main issue of implementing this 

approach is two algorithms; the discrete vectorization 

algorithm and continuous vectorization algorithm. According 

to the design of the hybrid system, the input information is the 

text table contains different kinds of columns which are stored 

in the SQL server. The basic idea of the vectorization 

algorithm is to derive X value from the original column value 

and where the vector value is unavailable; the algorithm builds 

a vector table based on the X value by using appropriate 

functions. Subsequently, the vector model is classified using a 

support vector machine and retrieved from the case based 

reasoning cycle using a self organizing map. The objective of 

the vectorization process is to merge the difference between 

data mining technology and artificial intelligence tools, so that 

we can integrate these two techniques in the proposed hybrid 

system. The advantage of using discrete algorithm is that each 

discrete features in the whole table was assigned a vector value 

in an easily expression calculation. While for the continuous 

features we choose a relatively complicated formula that is the 

Hyperbolic Tangent function to achieve the vector value. The 

formulas in these algorithms are quite basic but the impressive 

part is it also provides a reasonable balance between a 

satisfactory result and reasonable processing time. 

Furthermore, due to the modular structure of the algorithm it 

can be adapted easily for various applications.    

 
Index Terms—Support Vector Machine, Data Mining, 

Artificial Intelligence, Case-Based Reasoning. 

 

I. INTRODUCTION 

  The problem faced by traditional database technology 

developer today is lack of intelligence support, while 

artificial intelligence techniques [1] were limited in their 

capacity to supply and maintain large amount of factual data. 

This paper provides a method to solve this problem. 

From a database point of view, there was an urgent need to 

address the problems caused by the limited intelligent 

capabilities of database systems, in particular relational 
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database systems. Such limitations implied the impossibility 

of developing, in a pure database context, certain facilities 

for reasoning, problem solving, and question answering. 

From an artificial intelligence point of view, it was necessary 

to transcend the era of the operating on numerical signals to 

achieve the real information management system able to deal 

with large amounts of textual data. Our approach was 

explicitly designed to support efficient vectorization 

techniques by providing multiple number resources with 

minimum inter-dependencies and irregular constraints, yet 

under strict artificial intelligence considerations. It features a 

table in a relational database through two types of 

vectorizing functions, supporting to the construction of the 

support vector machine. 

The rest of this paper is organized as follows: Section 2 

presents objectives and related techniques. Section 3 

describes in detail the architecture of the hybrid system. 

Section 4 provides the procedure of vectorization. Section 5 

explains the conducted experiments. The conclusion is 

discussed in section 6.   

 

II. OBJECTIVES AND FOUNDATION   

Our research group works on the designing of flexible and 

adaptable user oriented hybrid systems which aims to 

combine database technology and artificial intelligence 

techniques. The preprocessing procedure related to data 

vectorization step of a classification process, going from low 

level data mining processes [2] to high level artificial 

intelligence techniques. Many domain specific system such 

as user modeling systems [3] or artificial intelligence hybrid 

systems have been described in literature [4] [5] [6]. Even 

when the applied strategies are designed as generic as 

possible, the illustration given for the system are limited to 

the text document and do not develop any vectorizing 

algorithm to quantitate the input raw textual data set into 

numeric data set. 

Actually, to the best of our knowledge, no such complete 

and generic vectorization process exists because of the 

necessity to have an excellent know-how in the 

implementation of a hybrid intelligent system. Many existed 

systems have been developed on the basis of using artificial 

intelligence techniques to provide semantic support to a 

database system, or database techniques to aid an artificial 

intelligence system to deal with large amounts of 

information. The key factors they concerned reside in the 

exploitation of the equivalence between database field and 

the knowledge representation system of artificial 

intelligence.   
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In our hybrid system, vector is the unique representation 

of data considering the system consistency. On the other 

hand, for both data mining process and case-based reasoning 

cycle [7], vectorization and consistency are crucial. The role 

of vectorization is to convert text table which stored in SQL 

server, into numerical vector form. Traditional vectorization 

method concentrates on image object into a raster vector or 

raw line fragments. While we focus on these table column 

features and describe how they can be vectorized by applied 

automatically approach using two kinds of vectorization 

functions.  

In order to describe the foundation of the vectorization, 

the framework of our hybrid system is simply described in 

the following section. 

 

III. HYBRID SYSTEM ARCHITECTURE OVERVIEW 

The concepts of this project are as follows: 

1) To develop a hybrid data mining and case-based 

reasoning user modeling system 

2) To combine data mining technology and artificial 

intelligence pattern classifiers as a means to 

construct a Knowledge Base and to link this to the 

case-based reasoning cycle in order to provide 

domain specific user relevant information to the user 

in a timely manner.  

3) To use the self organizing map [8] in the CBR cycle 

in order to retrieve the most relevant information for 

the user from the knowledge base. 

Based on these concepts the architecture has been 

designed which is illustrated in Figure 1. The hybrid system 

contains five main components: 

1) Individual models, comparable to the blackboard 

containing the user information from the real world. 

2) Domain database integrated the preselected domain 

information [9]. 

3) A data mining engine which classified both user class 

and domain information vectors. 

4) A knowledge base, containing the representation of 

classified user information and combined with 

interested domain knowledge. 

5) A problem-solving life-cycle called case-based 

reasoning cycle, assisting in retrieve reuse revise and 

retain the knowledge base. 
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Figure 1.  The architecture of the system 

IV. VECTORIZATION 

As can be seen from the hybrid system architecture, in 

order to classify individual models and domain information 

into user model the support vector machine are applied. 

Individual models are user information which took table 

format and stored in the SQL server. Domain information in 

the database is also sorts of tables which stored the 

preselected user-preferred knowledge. The support vector 

machine [10] [11] is one of AI techniques which serve as 

classifier in the system. The main idea of a support vector 

machine is to construct a hyper plane as the decision surfaces 

in such a way that the margin of separation between positive 

and negative features is maximized. The vectorization step is 

the data preprocessing for the support vector machine which 

provides the numeric feature vector.  

A. Feature type 

For vectorization task to be as accurate as possible we 

predefined two type table columns or we called feature type; 

discrete columns (feature) and continuous columns (feature).  

Discrete feature contains discrete values, in that the data 

represents a finite, counted number of categories. The values 

in a discrete attribute column do not imply ordered data, 

even if the values are numeric; the distinct character is values 

are clearly separated. Telephone area code is a good 

example of discrete data that is numeric. 

Continuous feature contains values that represent a 

continuous set of numeric and measurement data, and it is 

possible for the data to contain an infinite number of 

fractional values. An income column is an example of a 

continuous column.   

The numeric value is not the vital factor to determine the 

feature type, but if the value is a word then it must be a 

discrete feature. 

B. Vectorization Algorithm 

 
Figure 2. The schema of the vectorization algorithm 

 

From the technology point of view, vectorization is an 

approach modeling relationships between the data set and 

the vectorizing variable. We provide a more flexible 

approach by allowing some of the features (columns) to be 

independent and some of the features to be interdependent. 

Constructing two parallel algorithms to avoid time 

consuming and save a large amount of effort.  
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The schema of the algorithm is specified in Figure 2 which 

derives the numeric vector by implementing different 

functions. The schema is not exhaustive and can evolve with 

new data, according to user need. 

Furthermore, once the type of the column has been 

determined, adding a new record is quite straightforward. 

These functions are also well suited to dealing with 

incomplete data. Instances with missing attributes can be 

handled by summing or integrating the values of other 

attribute. 

We represent each column as a data point in a dimensional 

space, where Z is the total number of attributes (columns).  

The algorithm computes the vectorizing value (or 

representation value) between each feature which was 

denoted by abscissa axis and the vector denoted by y-axis, 

and all the feature values determine its own vectorizing 

values. Once the vectorizing value list is obtained, the vector 

model will be classified based on the implementation of 

support vector machine so that the core of the hybrid system 

the knowledge base will be constructed completely.  

The detailed vectorization algorithms are described in the 

Table 1 and Table 2 according to discrete columns and 

continuous columns. 

 

Table 1.  The discrete column vectorization algorithm  

 

 

 1:  Let V be the representation of Vectors, D be the whole 

set of the vector model and d be the set of discrete columns.  

2:  FOR each data point Z  DO 

3:    Select dZ , the discrete features of all data point,  

4:   Compute  dV = ( dxV  , dyV ), the corresponding value 

between Z and every vector, ( dxV  , dyV  )∈D. 

5:   ddx nV = , dyV  = dn
n

×1 ; ]1,0[∈dyV . 

6: END FOR 

 

 

Table 2.  The continuous column vectorization 

algorithm 

 

 

1:  Let V be the representation of Vectors, D be the set of 

vector model and c be the set of continuous columns.  

2:  FOR each data point Z  DO 

3:     Select cZ , the continuous features of all data point,  

4:    Compute cV = (
′

cxV  , 
′

cyV ), the corresponding value 

between Z and every vector, (
′

cxV  , 
′

cyV  )∈D. 

5:     
′

cxV = cxcxcx MaxVAvgVV ）（ − , 

xx

xx

cy ee

ee
V −

−

+

−
=′ , ].1,1[ +−∈′

cyV  

6: END FOR 

 

The key computation of these two algorithms is the 

vectorization value formula given in step 5 of the both table. 

Formula 1:  

ddx nV =  

 dyV  = dn
n

×1  

Formula 2:  

′
cxV  =

cx
cxcx MaxV

AvgVV )( −  

xx

xx

cy ee

ee
V −

−

+

−
=′ , ].1,1[ +−∈′

cyV  

In Formula 1, n is the weight parameter associated with 

the discrete columns which is the sum of value type. dyV   is 

a combination of the unit value ( n/1  ) multiply the 

sequence of the current value type ( dn  ). This is a 

regression-like expression [12]. Regression is used to make 

predictions for numerical targets. By far the most widely 

used approach for numerical prediction is regression, a 

statistical methodology that was developed by Sir Frances 

Galeton [13]. Generally speaking Regression analysis 

methods include Linear Regression, Nonlinear Regression. 

Linear Regression is widely used, owing largely to its 

simplicity. By applying transformations to the variables, we 

can convert the nonlinear model (text table column 

information) into a linear one according to the requirement 

of the support vector machine.   

In order to get the negative X value and at the same time 

keep the same distance among original X value, in Formula 2 

we minus average value to all x value and then get the 

proportion compare with the maximum original X value, 

after that get the new X value and by means of Hyperbolic 

Tangent function [14] to map these new value into (-1, +1) 

scale.  

In order to explain these algorithms clearly, we show the 

experiment procedure in the following section. 

 

V. EXPERIMENTS 

The vectorization algorithm was tested on the 

census-income data set extracted from the 1994 and 1995 

current population surveys conducted by the U.S. Census 

Bureau. The data contains 41 demographic and employment 

related variables. In order to explain how to apply our 

approach clearly, we choose 8 discrete columns and 8 

continuous columns which can be found in table 3 to explain 

the implementation in details. In Table 4 we list the n value 

of the discrete columns. For example the worker class n 

value, because there are 9 kinds of worker class, so n is equal 

to 9. Parts of the experiment results implemented the 

proposed algorithms which contain 27 records are shown in 

figure 3.   

 The input for the algorithm was given 8 discrete features 

and 8 features and asked to give the vectorized value as 

output. The discrete attributes were decomposed into n 

equidistance, which yielded corresponded vector value 

scaling to the range of (0, 1). For the continuous attribute, 
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firstly the raw attribute value was transferred into the whole 

x-axis, so that the new x value contain the negative value and 

by using Hyperbolic Tangent function the vector value was 

calculated. The Hyperbolic Tangent function make sure the 

vector value to be projected into the (-1, 1) scale which is 

required by support vector machine. 

 

Table 3.  Parameters for experiments  

 

Discrete columns                      Continuous columns 

class of worker*                           age* 

education*                                   wage per hour 

marital stat                                   capital gains  

sex                                                capital losses   

reason for unemployment           dividends from stocks            

family members under 18             person for employer 

live in this house 1 year ago       weeks worked in year 

veterans benefits                           instance weight* 

 

Table 4.  The discrete column n value  

 

Discrete columns                          n Value 

class of worker                                     9 

education                                            17 

marital stat                                           7 

sex                                                       2  

reason for unemployment                    6 

family members under 18                    5 

live in this house 1 year ago                3 

Veterans benefits                                 3 

  

The recommend vector value range is (0, 1) or (-1, 1) for 

support vector machine [15]. One reason for this is to avoid 

vector value in great numeric ranges dominates those in 

smaller numeric ranges. Another reason is to avoid the 

numerical difficulties during the calculation. Because kernel 

values usually depends on the inner products of feature 

vectors. For example the linear kernel and the polynomial 

kernel, large vector values may cause numerical problems 

[16]. 

Another reason why we proposed two kinds of algorithm 

to vectorize discrete columns and continuous columns is to 

preserve the character of the column for the sake of the later 

analysis. 

All the experiment results was created on PC computer, 

CPU Intel(R) Core(TM) Duo CPU T2250 @ 1.73GHz 4.6 

2.3, 2GB RAM DDR2 667 MHz, with WinXP. Program was 

compiled with NetBeans 6.0.   

  

VI. CONCLUSIONS 

The proposed hybrid Data Mining and Case-Based 

Reasoning User Modeling system is a multi purpose 

platform and is characterized by three major processes.  The 

vectorization processing unit communicate through the raw 

data set the SQL table and the output is the numeric vector, 

such an approach avoid the data inconsistency usually met in 

classifying documents chain when implement artificial 

intelligence tools.   

In this paper we built vectorization model by applying two 

algorithms: The discrete vectorization algorithm and 

continuous vectorization algorithm. The advantage of using 

discrete algorithm is that each record in the whole table was 

assigned a vector value in an easily expression calculation. 

While for the continuous column we choose a relatively 

complicated formula that is the Hyperbolic Tangent function 

to achieve the vector value.  

In designing the algorithm, the key consideration is to 

bring up easy scientific numerical transformation. Therefore, 

the formulas in the algorithm are quite basic but the 

impressive part is it also provides a reasonable balance 

between a satisfactory result and reasonable processing time. 

Secondly due to the modular structure of the algorithm it can 

be adapted easily for application.   The results of the 

algorithm in the experiments labeled clean and the vector 

points generated by our algorithm have a standard coverage 

(0, 1) and (-1, 1) which is useful in fulfilling the 

classification task by means of support vector machine for 

the hybrid system.  

 

 
 

Figure 3. Part of the experiment results 
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