
 

 

 

 

Abstract — Nowadays, the managing of product development 

projects is increasingly challenging. Especially the IC design of 

ASICs with both analog and digital components (mixed-signal 

design) is becoming more and more complex, while the 

time-to-market window narrows at the same time. Still, high 

quality standards must be fulfilled. Projects and their status are 

becoming less transparent due to this complexity. This makes 

the planning and execution of projects rather difficult. 

Therefore, there is a need for efficient project control. A main 

challenge is the objective evaluation of functional and extra 

functional project goals to enable the assessment of the current 

development status. Even though quality modeling techniques 

to formalize quality characteristics exist, they did not reach a 

broader acceptance in practice so far. Companies often develop 

special solutions that are not reusable in other projects. This 

makes the quality measurement process itself less efficient and 

produces too much overhead. 

The method proposed in this paper is a contribution to solve 

these issues. It is applied at a German design house for analog 

mixed-signal IC design. This paper presents the results of a case 

study and introduces an optimized project scheduling on the 

basis of quality assessment results. 

 
Index Terms— product development, project control, project 

scheduling, quality assessment 

I. INTRODUCTION 

The studies [1], [2] (German) or [3] (English) show that it 

is still a big challenge to plan, manage and control 

development projects in almost every engineering discipline. 

Many projects exceed their deadline or budget or even fail 

completely due to poor project management. 

The continuous, quantitative evaluation and tracing of the 

quality of products and intermediate results provide a basis 

for risk minimization and lead to an early detection of 

problems during development. For risk reduction it is 

necessary to evaluate whether quality goals can be fulfilled in 

time or not prior to reaching a milestone or gate deadline. 

Only then the project plan can be adapted and the priority of 

tasks adjusted in time. Furthermore, subjective and time 
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intensive review processes should be more automated.  

Beyond the general ISO 9000 definition of quality as a 

level of requirement fulfillment already Garvin [4] described 

quality as a complex concept with multiple facets and defined 

five different perspectives of quality (transcendent view, 

product view, user view, manufacturing view, value-based 

view). 

Two of these perspectives are of particular interest for 

operative project control. Firstly, there is the product view 

that defines quality by specifying the quality relevant product 

characteristics. The second perspective is the manufacturing 

view that defines quality as conformance to the specification. 

The latter corresponds to several more definitions, as for 

example by Crosby [5] (―Conformance to requirements‖), 

Gilmore [6] (―Quality is the degree to which a specific 

product conforms to a design or specification‖). This shows 

that quality is a concept with multiple facets on the one hand 

and unique to each company and project on the other. 

Therefore, quality evaluation must be done in a goal oriented 

way to support the different perspectives. This makes it very 

hard to evaluate and even understand. 

Therefore, this paper proposes a project control and 

planning system that comprises the following major two 

functionalities: 

 A goal oriented quality assessment methodology that 

combines reusable quality models with existing 

requirements traceability techniques to adapt them to 

company and project specific needs. 

 A method to efficiently plan design projects by means 

of project schedule optimization and re-scheduling 

based on quality assessment results. 

The remainder of this paper is structured as follows: 

Section II presents related work. Section III introduces the 

developed project control and planning environment where 

both the quality assessment and the scheduling component 

are detailed. Section IV describes the application of the 

method on an analog mixed-signal design project use case. 

The paper closes with the conclusions in section V. 

II. RELATED WORK 

A. Quality Assessment 

Related work exists in different research areas and 

domains. Quite some work was published on the definition 

and measurement of software quality ([7], [7], [8], [9], [10]). 

In addition, there is the ISO standard [11] that defines a 

framework for software product quality. This standard uses 

similar hierarchical techniques to model quality as described 

in [7]. Especially the ISO standard is an example for the 
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approach to define abstract quality criteria and refine them 

into measurable parameters. 

Another tool for software quality evaluation is described 

in [12]. Quality models are created and configured based on 

the requirements of the specific project. Then, the quality is 

evaluated against product characteristics. One major 

drawback is the manual definition target values for every 

measurable parameter. 

The authors in [13] mention the necessity for real-time 

quality evaluation to identify problems early in the 

development process of software products. The result of this 

research is a tool called ConQAT. The same authors propose 

an integrated approach to evaluate software quality ([14] and 

[15]). Only an integrated view on different quality criteria 

will help to reveal dependencies and inconsistencies. While 

their requirements and assumptions are very similar to those 

of this work, the carrying out is quite different. The tool 

mainly integrates several code analyzers. A meta-model for 

data integration is explicitly not used. The tools are directly 

connected. This solution seems sufficient for software 

development, but chip design requires many more tools and 

data sources. Therefore, it seems to be unlikely to integrate 

all these sources directly. 

Related work in the domain of integrated circuits is quite 

rare and limited to quality evaluation of Intellectual Property 

(IP) components. In [16] quality metrics to evaluate IP‘s and 

System-on-Chip (SoC) were developed. Similar research was 

done in the project IPQ [17]. Nevertheless, this work is not 

suitable to evaluate the quality of non IP components. 

Furthermore, the evaluation is based on excel-sheet 

questionnaires and is not automated. 

B. Design Project Scheduling 

Scheduling of analog mixed-signal application specific 

integrated circuits (ASICs) design projects has been object to 

research for a long time [18]. But due to frequently changing 

design automation tools and new technologies ASIC design 

project planning requirements are constantly changing. Old 

approaches become obsolete. Recent research in design 

project scheduling focuses on selected design steps, as for 

example the high level synthesis of netlists [19], instead of 

scheduling the whole design project. Other models are based 

on derived metrics [20] and are found to be static, 

generalizing and take only a small portion of all influencing 

factors into account. Other approaches in the academic sector 

ignore a lot of influential factors such as used tools and 

 

Fig. 1: Interaction between schedule optimization, project 

execution, quality calculation and re-scheduling 

libraries in their analysis [21][22]. Their analysis results do 

not allow the comparison of different designs or an individual 

planning for new projects. 

The scheduling of projects in general is a well known 

problem. First approaches introduced the critical path method 

and the metra potential method [23] to schedule a set of 

project activities. With the introduction of resource 

constraints the resource-constrained scheduling problem 

(RCPSP) [24] was obtained as a generalization of the project 

scheduling problem. The multi-mode RCPSP (MRCPSP) is 

an extension of the RCPSP. Solutions based on genetic 

algorithms (GA) were proposed by Özdamar [25] and 

Hartmann [26]. The application of a GA to design process 

scheduling introduces another dimension as different types of 

tasks (analog and digital frontend and backend) with 

different modes have to be considered. 

III. PROJECT CONTROL AND PLANNING ENVIRONMENT 

In order to achieve an efficient execution of ASIC design 

projects, the project has to be planned carefully. This 

includes task scheduling at the start of a project, as well as 

re-planning during project execution. The project team has to 

reflect: can we hold defined milestones or is the current 

quality not high enough? A special challenge is the 

calculation of the deviation between original schedule and 

actual project course and the definition of a decision function 

when to trigger a re-schedule. A basis for these two functions 

forms the evaluation of the current design quality. In the next 

two sections we describe a method to evaluate and trace the 

design quality, as well as the schedule and re-schedule 

mechanisms for which the quality assessment results are one 

major input for. Fig. 1 shows the interactions between these 

modules. 

A. Real Time Quality Assessment 

A practical and efficient quality assessment faces a number 

of challenges: 

Firstly, there are a lot of verification steps and quality 

assurance activities in every domain, but they often only look 

at a certain aspect. A statement about the integrated quality of 

a product, a component or a milestone fulfillment degree can 

only be made under consideration of all of these (functional 

and extra-functional) facets. In [18] multiple quality criteria 

for hardware components are mentioned. Another panel 

session at a design automation conference [28] discussed the 

necessity of an integrated interpretation of hardware 

verification results. 

Secondly, quality is based on the fulfillment of defined 

requirements/goals for a product. Therefore, the adaptation 

of quality models to company and project goals is another 

challenge. This is formulated in a research agenda on 

software quality [29], but can be transferred to other 

engineering disciplines, too. 

Thirdly, a product is usually divided into different 

components each with different intermediate results. For a 

well directed support of project control a clear definition of 

quality goals is needed that allows the quality evaluation of 

single components, their intermediate results, as well as for 

the complete product. For this reason, an explicit binding of 

goals to components and their intermediate results is needed 

to enable a quality evaluation at different granularities. This 

Proceedings of the World Congress on Engineering and Computer Science 2009 Vol II
WCECS 2009, October 20-22, 2009, San Francisco, USA

ISBN:978-988-18210-2-7 WCECS 2009



 

 

 

challenge was mentioned in [13], too. 

To address these challenges the methodology is based on a 

combination of quality modeling and existing requirements 

traceability approaches. This becomes manifested in Fig. 2 

with a conceptual goal model and a quality meta-model. A 

common semantic basis is needed to treat quality 

characteristics in a uniform way. Every quality model/metric 

can be described by the elements of this quality meta-model 

based on defined domain models. Exemplarily, three domain 

models (‗System Architecture‘, ‗Physical Design‘ and 

‗Verification‘) are shown in Fig. 2. We use common 

techniques from software quality modeling to hierarchically 

decompose complex quality indicators into measurable 

parameters (see e.g. [7]). The dependency between indicators 

and measurable parameters, as well as the aggregation 

functions, can be described using the meta-model. In doing 

so, a quality model becomes available and can be connected 

as a goal to a specific component. 

A goal is defined by several parameters: a minimum and a 

maximum target value, as well as tolerance limits that must 

not be exceeded. This allows the representation of hard and 

soft boundaries. In combination with an actual value, these 

parameters form a function that calculates a fulfillment 

degree for the defined goals. The actual value is calculated 

through the quality model/metric that is linked to the goal 

(based on its concrete type like e.g. functional goal or area 

constraint). After the actual value is calculated, it can be 

matched to the defined target to assess the goal fulfillment 

degree. 

For each goal, it must be defined which component must 

fulfill the goal and when it should be fulfilled. There are 

project goals for intermediate results (requirements, design, 

implementation, verification), as well as for the final product. 

Therefore, relations are defined to connect goals to 

 a complete product structure or one of its components 

(in Fig. 2 ‗System Architecture‘ and ‗Physical 

Design‘ are two types of product structures) 

 a milestone or a quality gate in the project model. 

Preliminary work [30] is used for the representation of 

project structures. 

Once we have defined the quality plan, the current 

development status must be captured to perform a quality 

evaluation. For this purpose, the performance measurement 

framework Permeter, introduced in [31], is used. Permeter 

offers the functionality to load data from different sources 

into one integrated format, as well as manual and automatic 

Product Model

Functional 

Goal

Design 

Constraints

Extra-

Functional

Goal

System 

Architecture

Physical

Design

Verification
Goals

Quality Meta-Model

Quality Evaluation

Quality Model

P
ro

je
c

t M
o

d
e

l

Integration

 

Fig. 2: Real-time quality assessment concept 

linkage facilities to perform the data integration. The data 

is loaded via specific transformations into the used ontology 

format OWL (Web Ontology Language). For a detailed 

description of the data integration process see [31]. A 

frequent collection of the needed data documents captures the 

progress over time and makes it analyzable. 

In general, this concept allows the measurement of the 

following values: 

 milestone and quality gate fulfillment 

 quality of single components 

 quality of the complete product 

 quality of intermediate results of the product 

For a decent representation, the aggregated results are 

represented in reports. This will offer the possibility to 

quickly locate quality problems and the possibility to search 

for their possible causes. 

B. Schedule Optimization and Rescheduling 

The sensible planning of activities and procedures is an 

important aspect for the efficient organization and execution 

of projects. In a first step, the complexity of all involved tasks 

needs to be determined. The quality and fulfillment degrees 

of components (section III.A) form a good measurement for 

the task complexity. In a second step, these tasks need to be 

scheduled in a sophisticated manner. The scheduling needs to 

be carried out with respect to an optimal task arrangement, as 

well as an effective resource allocation. Furthermore the 

resulting schedule needs to consider many constraints 

regarding tasks and resources: 

 dependencies between design tasks  precedence 

constraints 

 tasks and designers belonging to different design 

regions  assignment constraints 

 designers possessing different levels of design 

experience (modes)  modulation of task execution 

times 

 designer availability 

To receive an efficient project schedule, considering all 

these constraints, we developed a methodology based on a 

GA optimization [32]. The GA individuals possess two 

chromosomes that are to be optimized. The first chromosome 

 optimizes the execution order of design tasks under 

consideration of task dependencies. The second chromosome 

 optimizes the assignment of resources to tasks with 

respect to their constraints and properties. Fig. 3 exemplarily 

shows the two chromosomes of a GA individual, e.g. Task1 

is scheduled in the thirteenth place, after Task2 and Task3 on 

which it is dependent. This example has three different 

execution modes, which modify the execution time of the 

tasks. The execution mode of Task1 is mode 1. The genome 

of the individuals is mapped to a valid schedule by a 

Schedule Generation Scheme (SGS). The SGS takes into 

account designer constraints and priorities of design tasks. 

Tasks with high priorities are scheduled earlier by the 

algorithm than tasks with low priority. These priorities can be 

defined according to fulfillment degrees of design 

components for example. Fig. 3 shows an example for a small 

ASIC design project. It depicts the translation of a GA 

genome into a valid project execution schedule by an SGS 

under consideration of a priority array. The available 

resources for that problem are one designer with mode 1 and 

one with mode 3 for analog circuit design knowledge and two 
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Fig. 3: Translation of a GA genome and an additional priority 

array into a valid project execution schedule by a Schedule 

Generation Scheme. 

design tools. The same numbers apply for the digital 

designers, but with only one design tool available. For the 

layout design phase there are two analogue designers with 

mode 2 and one with mode3 and three tools available. The 

analogue designer with mode 3 is on vacation for the first six 

days of the project, the digital designer with mode 3 for the 

first seven days. 

At the start of a project, an optimized schedule is 

produced by the GA as a task processing guideline. During 

project execution some project conditions may change 

though. Therefore, the project course can differ from the 

initial schedule. The schedule has to be compared to the 

project course, and if necessary to be adapted to the changed 

project conditions to guarantee an efficient performance with 

maximized resource utilization. The comparison is done in 

frequent time intervals. 

The schedule-project course comparison, as well as the 

decision function when a re-schedule must be performed are 

based on the quality goals defined in section III.A and their 

degree of fulfillment at some point of the project execution. 

The schedule-project execution deviation at project 

execution time je  is calculated as follows: 

n

i
itajaQjpQ

it
dev

1
01.0))(1(),((  

n  indicates the number of tasks and ita weights the 

number of dependent tasks to 
it
. ),( jaQjpQit

determines the 

difference between the planned and the actual quality of task 

it at execution time je by taking the difference of the planned 

and the measured quality value. 

The decision function for a re-schedule is stated as 

followed: 

5.2,

5.2,
)(

xfalse

xtrue
xschedre  

By this means the execution schedule is connected with the 

quality plan. 

If a re-schedule is triggered the GA optimization problem 

is adapted to the new project conditions. The following 

changes have to be considered: 

 remove all finished tasks 

 tasks that are being processed when a re-schedule is 

triggered are generating new resource constraints to 

be regarded in the problem 

 the priority of tasks has to be adapted to the degree of 

quality fulfillment of their components 

A new schedule that guarantees an efficient proceeding of 

the project is produced. 

IV. ANALOG MIXED SIGNAL DESIGN PROJECT EXAMPLE 

We evaluate the developed approach with design data of a 

real analog mixed-signal design project. We started to record 

the data some weeks after the project started. The data was 

collected from five different sources: 

 specification  design requirements and goals 

 excel sheet  definition of electronic devices 

 VSDE (Virtuoso Specification-driven Environment)  

 verification data of analogue components 

 layout meta- and constraints data 

 project tracing 

The data from the specification and excel sheet were used 

to capture the involved electronic components and their 

design goals. As the data of the design process changes 

constantly, we took screenshots of the product related data 

once in a week for seven weeks. 

For each screenshot it is possible to evaluate the defined 

design goals against the development status. In the current 

version it is possible to formulate and evaluate area goals, 

analog quality goals and layout quality goals. We developed 

two quality models for the latter two types. The first model is 

defined to measure the quality of the analogue frontend and 

the second model describes how to measure the quality of the 

layout representation of a component (both analogue and 

digital parts). The hierarchical structure of both models is 

shown in Fig. 4below. 

The analogue frontend quality model has the following 

three sub-indicators: 

Criticality: This indicator is an index between 0 and 1 

where 1 means that there are tests with results extremely 

close to the specification. 0 means that there is no critical test. 

The farther the results are inside the specification borders the 

better. Depending on the lowest criticality value (#minCPK) 

of a test and the number of total critical tests (#critCPK) a 

value is asserted to the ‗criticality‘ indicator according to the 

following equation: 

5critCPK#or  1.1minCPK#,0

5critCPK# and 1.4minCPK#1.1,5.0

1.4minCPK#,1

c  

A test is assumed to be critical with a CPK value < 1.4. The 

CPK value is adopted from manufacturing and is calculated 

for min and max specification boundary as shown in the 

equation below. The lower value of the two is set to minCPK 

attribute of the test. 

Stability
Pass 

Rate
Criticality

#new 

tests

#modified tests 

(spec changes)

Analogue Frontend

Quality

#passed

tests

#total

tests

min
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#critical
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Layout Quality

% DRC 

ok
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% Layout

Review ok
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% EMSIM 
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Fig. 4: (left) analogue frontend quality model, (right) layout 

quality model 
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Pass Rate: This indicator is an index between 0 and 1 that 

shows how many tests pass successfully according to its 

specification. The value is simply calculated using the 

following equation: 

totalTests#

spassedTest#
PassRate  

Stability: The last indicator gives information about the 

current stability of all tests. This indicator was introduced 

under the assumption that high volatile test definitions are not 

of high quality. Both the rate of new measures compared to 

total measures and the rate of modified measures (spec 

changes) are considered in the stability calculation: 

restotalMeasu#

asuresmodifiedMe#  snewMeasure#
1stability  

The analogue quality value is calculated by the average of 

the three mentioned indicators. The introduction of optional 

indicator weights is possible. 

The layout quality for a component is calculated as the 

average of the following parameters: 

 percentage of subcomponents with robustness check 

ok 

 percentage of subcomponents with logic vs. 

schematic (LVS) ok 

 percentage of subcomponents with design rule check 

(DRC) ok 

 percentage of subcomponents with layout review ok 

 percentage of subcomponents with constraints ok 

Once formalized and added to the quality model 

repository of the implemented tool Permeter, these models 

become available to link them as goals to a component and to 

a milestone. To do so, we have to define the domain models 

as described in section III. There are two domain models 

describing the design structure at different abstraction levels. 

Analog/digital backend describes the AMS design in its 

layout representation; system architecture is an early abstract 

hierarchy of the design. Analog frontend represents all 

verification results for analog components. These models 

including the relations to link them are illustrated in Fig. 5. 

For each of the domain models a transformation is 

defined that loads the current development status from its 

propriety data source into the OWL format defined by the  
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Fig. 5: Goals can be linked to components and to milestones. 

Each goal type has one associated quality model/metric defined 

as described in this section. 

domain model. Then, the elements are linked to each other 

using manual and (semi-) automatic linkage facilities 

available in Permeter to establish the needed traceability. The 

result is an integrated model of formally distributed data 

allowing for an integrated quality evaluation based on the 

defined goals and their underlying quality models. A goal is 

evaluated against the component it is linked to. To perform 

the goal definition step, Permeter offers a perspective where 

goals can be created and linked to a milestone of a loaded 

project plan (e.g. from MS-Project) or to a component of one 

of the product structures it can be linked to. A project cockpit 

shows the quality trend over the seven weeks of development 

we tracked. You can drill down into each snapshot and 

navigate through the defined system architecture to see 

quality values on component level. Furthermore, you can 

drill into the goals and into its quality model values itself to 

locate possible quality problems. For the project plan 

milestone fulfillment degrees are shown. 

The calculated quality measures are one input to calculate 

an optimized project schedule. The input design tasks for the 

project schedule are derived from the project tracing source 

and the quality fulfillment of the components at week 1 (the 

project was already in progress when we started to track 

design data). Based on this data we generated an optimized 

schedule with the GA according the task execution order and 

task-resource assignment as shown in Fig. 6. The planned 

quality x
j

pq  of every component x at time instance j was 

calculated according to its completion degree after every 

scheduled week. If a component was finished to 60 % after 

termination of week one, the planned quality was also set to 

60 %. Then, we determined the overall quality of the whole 

project by calculating the mean of all components: 

n

x

x
jpq

n
jpQ

1

1
. 

The actual quality x
j

aq for every component x was 

calculated according to their type, analog frontend or layout 

task, as described above. The actual quality of the whole 

project was determined in equal measure to the overall 

planned quality. For each week, we calculated the deviation 

between planned and measured quality (see top of Fig. 6). 

For this we compared the deviation for every single task and 

calculated the mean for the overall quality. During the first  

 

Fig. 6: Optimized schedule for the remaining design tasks of 

the project. The according planned quality and the measured 

quality are shown together with the schedule-execution 

deviation in the graph above. 
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Fig. 7: The first part of the figure shows the executed design 

tasks of the first three weeks of the project, painted in red. The 

second part shows the optimized schedule of the remaining 

tasks. 

two weeks, the deviation is below the defined threshold of 

2.5. A re-schedule is not triggered. This changed in the third 

week, when the deviation reached a value of 3.18. As the 

decision function triggers a re-schedule at a deviation of 2.5, 

a new schedule is generated in week three. Fig. 7 depicts the 

processed tasks during the first three weeks of the project and 

the new optimized schedule obtained after the re-schedule. 

As the project team did not follow the optimized 

schedule, the project did not proceed as fast as it could have. 

Accordingly, the product quality did not increase as much as 

it was planned. After three weeks of project execution it 

differed as much from the schedule that a re-schedule was 

triggered. If the project would be continued according to the 

old schedule by that time, this would result in an inefficient 

remaining project course. The new schedule allows an 

efficient organization for the remaining project part. 

V. CONCLUSIONS AND FUTURE WORK 

We developed a system that allows tracking and optimization 

of chip design projects. By defining and monitoring the 

product quality of the chip we get a measure for the degree of 

completion for a project and individual design tasks. Based 

on this, we can generate a schedule that optimizes the task 

execution order and task-resource assignments. Tracing and 

comparing the planned and the actual quality of components, 

the system allows the initiation of a re-schedule if necessary. 

By this way a sensible and efficient project execution is 

guaranteed for the whole project. Additional quality models 

can easily be integrated into the system so it is usable for 

other domains and companies as well. 
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