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Abstract—In this paper an unsupervised color image 

segmentation method is suggested. Color image segmentation is 
an important but still open problem in image processing. At 
first, FCM is applied to the image and the cluster centers are 
obtained. Quite similar to the famous TSK fuzzy control model, 
we form several rules (IF-THEN like) for pixel classification. 
The results obtained from the rules are plotted as a histogram. 
An effective histogram peak detection and valley extraction 
(PDVE) algorithm is applied to the histogram and thresholds are 
extracted from the histogram for segmentation. The method is 
unsupervised and no prior knowledge of number of regions to be 
segmented is required. The experimental results show that the 
proposed approach can find homogeneous areas effectively, and 
with high accuracy.

Index Terms—Color image segmentation, PDVE, FCM, 
histogram thresholding.

I. INTRODUCTION

  Image segmentation is considered as an important basic 
operation for meaningful analysis and interpretation of image 
acquired. It is a critical and essential component of an image 
analysis and/or pattern recognition system, and is one of the 
most difficult tasks in image processing, which determines the 
quality of the final segmentation [1]. Color of an image can 
carry much more information than gray level [2]. There 
probably is no “one true” segmentation acceptable to all 
different people and under different psychophysical 
conditions. Researchers have extensively worked over this 
fundamental problem and proposed various methods for 
image segmentation. These methods can be broadly classified 
into seven groups: (1) Histogram thresholding, (2) Clustering 
(Fuzzy and Hard), (3) Region growing, region splitting and 
merging, (4) Edge-based, (5) Physical model- based, (6) 
Fuzzy approaches, and (7) Neural network and GA (Genetic 
algorithm) based approaches.
    Histogram thresholding is one of the widely used 
techniques for monochrome image segmentation but for color 
images, the situation is different due to the multi features. 
Since the color information is represented by tristimulus 
and/or some linear/nonlinear transformation of RGB, 
representing the histogram of a color image in a three 
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dimensional array and selecting threshold in the histogram is 
not a trivial job.

II. PREVIOUS WORKS

     Color image segmentation always has been a challenging 
task for researches over the years. L. Busin et al. proposed a 
method of histogram multi-thresholding. Their algorithm 
iteratively constructed regions by histogram thresholding [3]. 
Milind M. Mushrif and Ajay K. Ray described an A-IFS 
Histon based multi-thresholding algorithm for color 
segmentation. They used the concept of rough sets for 
thresholding [4]. B.Sowmya and B.Sheelarani segmented 
color image using soft computing techniques. The soft 
computing techniques they used were Fuzzy C means 
algorithm (FCM,) Possibilistic C means algorithm (PCM) and 
competitive neural network [5]. Clustering is one of the most 
common tools used for color image segmentation. Fuzzy C
means algorithm, k means algorithm and FCM with some 
spatial constraints have been extensively used by numerous 
occasions [6]-[11]. In 2001 Fan et al. proposed a method of 
automatic image segmentation by integrating color edge 
extraction and seeded region growing. They used fast Entropy 
thresholding for edge extraction. After they obtained color 
edges, which provided the major geometric structures in an 
image, the centroids between these adjacent edge regions 
were taken as the initial seeds for seeded region growing. 
These seeds were then replaced by the centroids of the 
generated homogeneous image regions by incorporating the 
required additional pixels step by step [12]. Fuzzy set and 
Fussy logic techniques are also used by researchers for 
solving segmentation problem. In 2007 A. Borji et al. 
described a CLPSO-based Fuzzy Color Image Segmentation 
[13], and H. D. Cheng et al. segmented color image on the 
basis of fuzzy homogeneity approach [14], [17]. Besides this, 
artificial neural network (ANN) and Genetic algorithm (GA) 
techniques also have been used for image segmentation [15].
    The proposed method determines the dominant 
homogenous regions in a color image with the help of Fuzzy C 
means clustering. For our method, number of clusters will 
decide number of rules. So, from the cluster information we 
define IF-THEN based rule. Each pixel then is evaluated by 
each rule and the final results are stored. Finally, an efficient 
histogram thresholding approach with PDVE algorithm is 
applied over the results and the pixels are classified into 
proper classes.

III. STEPS OF PROPOSED METHOD

    The color image is at first divided into three channels (Red, 
Green and Blue). Here we have considered that each pixel as a 
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three featured data point (each color channel as a feature). 
Over this image data FCM is performed.

A. Fuzzy C Means Algorithm and Its Application to the
Proposed Method

   
    The classic FCM algorithm is given by the following 
mathematics programming:

           2
,

1 1

( , ) ( )
n c

m
m ik k i

k i

J U V u d x v
 

                              (1)   

  With

                      
1

1
c

ij
i

u


 ,              1 j n                     (2) 

                     0,iju        1 ,1i c j n                     (3)

                       
1

0
n

ij
j

u


 ,       1 i c                            (4)

   Where  1 2{ , ,...... } ,s
nX x x x R  s is the dimension of 

the space (in this case s=3), n is the number of unclassified 
pixels, c is the number of clusters, m is the fuzzy factor (m is 

taken as 2), || ||ij j id x v  is the distance between samples 

jx and cluster center iv with 1 i c  . iju is the 

membership of the thj sample to the thi clustering center. 

The mathematics programming is solved through the 
following steps:

Initialization: Initialize centers (0)V , let k=0;
Choose  >0.

Step 1: Calculate ( )kU using (5)

                         
2/( 1)

1

1

( / )
ik c

m
ik jk

j

u
d d 






                      (5)

Step 2: Calculate ( 1)kV  using (6)
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Step 3: If  ( 1)|| || ,k kV V   then stop; otherwise let 

k=k+1 and return to step 1.
The algorithm above can also start from membership 

matrix (0)U .
    In the proposed method we have assumed that the color 
image is a data set with each point having three features. We 
perform FCM over the image data set to extract the cluster 
centers. One of the disadvantages of FCM algorithm is that we
need to supply the number of clusters we wish to create. In our 
method, we fixed the number of clusters 9. Note that, we take 
this number of cluster same for all the experimental images as 
our purpose is to convert each cluster information into a rule. 
To reduce the time of convergence of FCM we also fixed the 
number of iterations to 25. We got this iteration limit after 

experimenting over 100 images and carefully observing the 
number of iterations for each case. After 25 iterations we 
obtain 9 cluster centers and a fuzzy membership matrixU .

B. Rule Identification Scheme

   For identification of systems and controlling it, TSK model
is a very powerful tool and extensively used now a days. The 
main purpose of the tool is to build a mathematical fuzzy 
model of the system [16]. They suggested that a fuzzy 
implication R can be like:

R: If 1 1( ........ )k kf x isA x isA then 1( ,....., )ky g x x ;

Where y is the variable whose value is inferred and 

1,...... kx x   are the input variables. The general idea of a rule 

is like:
IF Antecedent THEN Consequent

Let iv , 1, 2,....,i c be the centroids of the clusters obtained 

by FCM on input color image data set.  The rule formation 
process, as can be guessed, derives its inspiration from the 
famous TSK fuzzy rule based system. We translate the ith

cluster into a rule of the form:

:TSK
iR If kx is “CLOSE TO” iv then 
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Note that, “ kx is CLOSE TO iv ” is an antecedent clause with 

p components (here p=3). Thus :TSK
iR If 1x is CLOSE to 

1iv and ....... and px is CLOSE to ipv . Here ky is the 

computed output for kth input point and iku is the fuzzy 

membership of kth point to ith  cluster. The value of iku is taken 

from the membership matrix of FCM. So for every input point 
(i.e. for every tristimulus pixel) we calculate the value of y.

C. Threshold Process for Final Classification

   , 1, 2,....,iy i n is the rule output for every pixel. In 2000 

Heng-Da Cheng and Ying Sun proposed an effective method 
of histogram analysis for homogeneity detection [17]. We 
adopt a similar histogram peak detection and valley extraction 
(PDVE) algorithm to threshold the values of y. At first, we 
create a histogram of y. A classical histogram is a statistical 
graph counting the frequency of occurrence of each gray level 
in an image or in part of an image [18]. Here the values of y of 
a pixel are the measure of homogeneity for that very pixel 
within the region it fits. As the rule base is formed, we 
calculate the closeness of a pixel from a cluster center by 

equation (7). Thus the value iy for ith pixel signifies its 

measure of homogeneity to a particular class.

D. Steps of Peak Detection and Valley Extraction (PDVE) 
Algorithm for Histogram Analysis

   The histogram obtained from the values of y is of complex 
nature with significant variations. So we develop peak 
detection and valley extraction algorithm (PDVE) which 
analyses the histogram step by step and finally extracts the 
valleys required as threshold value for segmentation. A 
histogram of the analyzing features of an image can produce a 
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global description of the image’s information and is utilized 
as an important basis of statistical approaches in image 
processing. The basis of histogram analysis approach is that 
the regions of interest tend to form modes (a dominating peak 
that can represent a region) in the corresponding histogram.
Then, a typical histogram analysis generally carries out three 
steps [17]:

Recognize the dominant modes of the histogram. 
Find the valleys between different modes. 
Apply the extracted thresholds to the image for 

segmentation. 

We apply PDVE algorithm to perform the above mentioned 
three tasks.
PDVE algorithm:
1) Find the set of points corresponding to the local maximums 
of the histogram according to the equation:

      0 { , ( ) | ( ) ( 1) & ( ) ( 1)P i h i h i h i h i h i     }     (8)       

We consider local neighborhood of consecutive three bins of 
histogram and find maximum frequency value of occurrence 

among them and discard others. The points in set 0P form a 

new curve. On this new curve, repeat the above operation. 

The result forms set 1P .
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All the points in set 1P are much more significant than the 

points in set 0P in determination of the peaks of the 

histogram. 2) The first step of thresholding is to remove small 
peaks. If a peak is too small compared to the biggest peak, 

then it is removed. Thus, the steps are, Find maxy ; if iy / 

maxy < 0.02 then remove iy .

     The second step is to choose one peak if two peaks are too 

close. For two peaks 1( )h p and 2( )h p , 2 1p p if 

2 1 10p p  then 1 2max{ ( ), ( )}h h p h p . In this way 

the peak with bigger value is chosen.
     The third step is to ignore a peak if the valley between two 
peaks is not obvious. We examine the obviousness of the 
valley by calculating the average value for the horizontal axis 
value between the two peaks. We consider the valley between 
the two peaks is not obvious if the average value is too big 

compared to the peaks. Suppose avgh is the average value 

among the points between peak 2p and 1p then 
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If 1 2/{( ( ) ( )) / 2} 0.5avgh h p h p  we decide that the 

valley is not obvious enough to separate two peaks. So we 
ignore the peaks with smaller value. The threshold value 0.5 is 

based on the experiments on more than 50 different color 
images.
    This algorithm PDVE locates the globally significant peaks 
of the histogram. After the peaks are selected, the minimum 
values between any adjacent peaks are the valleys. The 
valleys are the boundaries for the segmentation [17].

Fig. 1. Flow chart of the Segmentation algorithm

IV. SEGMENTATION RESULTS AND ANALYSIS

Fig. 2.(a) Cell image
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Fig. 2.(b) Segmented image

   Fig. 2.(a) is the original cell image and 2.(b) is the 
segmented image. The image is segmented into three 
dominant regions.

Fig. 3.(a)

Fig. 3.(b)

Fig. 3.(c)

Fig. 3.(d)

Fig. 3.(a) is the histogram obtained for the Fig. 2.(a) cell 
image. It is clear that the image contains three dominant 
regions. Examining the histogram one can easily see three 
regions that define three segments. Fig. 3.(b) is the plot of  
peaks of histogram. We apply PDVE algorithm to Fig. 3.(b) 
and Fig. 3.(c) is generated as a intermediate stage. Fig. 3.(c) 
consists of the significant peaks of the histogram. 
Thresholding is performed over Fig. 3.(c) and finally 
simplified result is obtained and shown in Fig. 3.(d). The 
valley points for segmentation of the cell image are obtained 
and they are 51 and 138 as shown in Fig. 3.(d). So the three 
pairs of threshold values are (0-51), (51-138), (138-256). 
With these threshold values we get the segmentation result as 
Fig. 2. (b).

Fig. 4.(a) Blood cell image, (b) segmented blood cell image

Fig. 5.(a) Original flower image, (b) segmented image

V. CONCLUSION AND FUTURE WORKS

    The proposed method is tested on different images. It 
produced stable and fairly good results. Consistent acceptable 
outputs over different kinds of real life images have proved 
robustness of the presented scheme. Thus, the proposed 
method may be handy for any computer vision task where 
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extraction of region and segments is required for a large set of 
images for feature extraction or for any other work. Our next 
venture will be comparing proposed algorithm with other 
similar methods and analyze the performance on the basis of 
parameters like computing time, execution complexity and 
accuracy of the system output in presence of noise.
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Abstract—In this paper an unsupervised color image segmentation method is suggested. Color image segmentation is an important but still open problem in image processing. At first, FCM is applied to the image and the cluster centers are obtained. Quite similar to the famous TSK fuzzy control model, we form several rules (IF-THEN like) for pixel classification. The results obtained from the rules are plotted as a histogram. An effective histogram peak detection and valley extraction (PDVE) algorithm is applied to the histogram and thresholds are extracted from the histogram for segmentation. The method is unsupervised and no prior knowledge of number of regions to be segmented is required. The experimental results show that the proposed approach can find homogeneous areas effectively, and with high accuracy.

Index Terms—Color image segmentation, PDVE, FCM, histogram thresholding. 


I. INTRODUCTION

  Image segmentation is considered as an important basic operation for meaningful analysis and interpretation of image acquired. It is a critical and essential component of an image analysis and/or pattern recognition system, and is one of the most difficult tasks in image processing, which determines the quality of the final segmentation [1]. Color of an image can carry much more information than gray level [2]. There probably is no “one true” segmentation acceptable to all different people and under different psychophysical conditions. Researchers have extensively worked over this fundamental problem and proposed various methods for image segmentation. These methods can be broadly classified into seven groups: (1) Histogram thresholding, (2) Clustering (Fuzzy and Hard), (3) Region growing, region splitting and merging, (4) Edge-based, (5) Physical model- based, (6) Fuzzy approaches, and (7) Neural network and GA (Genetic algorithm) based approaches.


    Histogram thresholding is one of the widely used techniques for monochrome image segmentation but for color images, the situation is different due to the multi features. Since the color information is represented by tristimulus and/or some linear/nonlinear transformation of RGB, representing the histogram of a color image in a three dimensional array and selecting threshold in the histogram is not a trivial job.

II. Previous Works

     Color image segmentation always has been a challenging task for researches over the years. L. Busin et al. proposed a method of histogram multi-thresholding. Their algorithm iteratively constructed regions by histogram thresholding [3]. Milind M. Mushrif and Ajay K. Ray described an A-IFS Histon based multi-thresholding algorithm for color segmentation. They used the concept of rough sets for thresholding [4]. B.Sowmya and B.Sheelarani segmented color image using soft computing techniques. The soft computing techniques they used were Fuzzy C means algorithm (FCM,) Possibilistic C means algorithm (PCM) and competitive neural network [5]. Clustering is one of the most common tools used for color image segmentation. Fuzzy C means algorithm, k means algorithm and FCM with some spatial constraints have been extensively used by numerous occasions [6]-[11]. In 2001 Fan et al. proposed a method of automatic image segmentation by integrating color edge extraction and seeded region growing. They used fast Entropy thresholding for edge extraction. After they obtained color edges, which provided the major geometric structures in an image, the centroids between these adjacent edge regions were taken as the initial seeds for seeded region growing. These seeds were then replaced by the centroids of the generated homogeneous image regions by incorporating the required additional pixels step by step [12]. Fuzzy set and Fussy logic techniques are also used by researchers for solving segmentation problem. In 2007 A. Borji et al. described a CLPSO-based Fuzzy Color Image Segmentation [13], and H. D. Cheng et al. segmented color image on the basis of fuzzy homogeneity approach [14], [17]. Besides this, artificial neural network (ANN) and Genetic algorithm (GA) techniques also have been used for image segmentation [15].


    The proposed method determines the dominant homogenous regions in a color image with the help of Fuzzy C means clustering. For our method, number of clusters will decide number of rules. So, from the cluster information we define IF-THEN based rule. Each pixel then is evaluated by each rule and the final results are stored. Finally, an efficient histogram thresholding approach with PDVE algorithm is applied over the results and the pixels are classified into proper classes.

III. Steps of Proposed Method

    The color image is at first divided into three channels (Red, Green and Blue). Here we have considered that each pixel as a three featured data point (each color channel as a feature). Over this image data FCM is performed.

A. Fuzzy C Means Algorithm and Its Application to the Proposed Method

    The classic FCM algorithm is given by the following mathematics programming:
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Step 2: Calculate 
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Step 3: If  
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 then stop; otherwise let k=k+1 and return to step 1.


The algorithm above can also start from membership matrix
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    In the proposed method we have assumed that the color image is a data set with each point having three features. We perform FCM over the image data set to extract the cluster centers. One of the disadvantages of FCM algorithm is that we need to supply the number of clusters we wish to create. In our method, we fixed the number of clusters 9. Note that, we take this number of cluster same for all the experimental images as our purpose is to convert each cluster information into a rule. To reduce the time of convergence of FCM we also fixed the number of iterations to 25. We got this iteration limit after experimenting over 100 images and carefully observing the number of iterations for each case. After 25 iterations we obtain 9 cluster centers and a fuzzy membership matrix
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B. Rule Identification Scheme


   For identification of systems and controlling it, TSK model is a very powerful tool and extensively used now a days. The main purpose of the tool is to build a mathematical fuzzy model of the system [16]. They suggested that a fuzzy implication R can be like:
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  are the input variables. The general idea of a rule is like:


IF Antecedent THEN Consequent

Let
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be the centroids of the clusters obtained by FCM on input color image data set.  The rule formation process, as can be guessed, derives its inspiration from the famous TSK fuzzy rule based system. We translate the ith cluster into a rule of the form:
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Note that, “
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” is an antecedent clause with p components (here p=3). Thus 
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 is the computed output for kth input point and 
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 is the fuzzy membership of kth point to ith  cluster. The value of 
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is taken from the membership matrix of FCM. So for every input point (i.e. for every tristimulus pixel) we calculate the value of y.


C. Threshold Process for Final Classification
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 is the rule output for every pixel. In 2000 Heng-Da Cheng and Ying Sun proposed an effective method of histogram analysis for homogeneity detection [17]. We adopt a similar histogram peak detection and valley extraction (PDVE) algorithm to threshold the values of y. At first, we create a histogram of y. A classical histogram is a statistical graph counting the frequency of occurrence of each gray level in an image or in part of an image [18]. Here the values of y of a pixel are the measure of homogeneity for that very pixel within the region it fits. As the rule base is formed, we calculate the closeness of a pixel from a cluster center by equation (7). Thus the value 
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 for ith pixel signifies its measure of homogeneity to a particular class.

D. Steps of Peak Detection and Valley Extraction (PDVE) Algorithm for Histogram Analysis


   The histogram obtained from the values of y is of complex nature with significant variations. So we develop peak detection and valley extraction algorithm (PDVE) which analyses the histogram step by step and finally extracts the valleys required as threshold value for segmentation. A histogram of the analyzing features of an image can produce a global description of the image’s information and is utilized as an important basis of statistical approaches in image processing. The basis of histogram analysis approach is that the regions of interest tend to form modes (a dominating peak that can represent a region) in the corresponding histogram. Then, a typical histogram analysis generally carries out three steps [17]:


· Recognize the dominant modes of the histogram. 


· Find the valleys between different modes. 


· Apply the extracted thresholds to the image for segmentation. 


We apply PDVE algorithm to perform the above mentioned three tasks.


PDVE algorithm:

1) Find the set of points corresponding to the local maximums of the histogram according to the equation:
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We consider local neighborhood of consecutive three bins of histogram and find maximum frequency value of occurrence among them and discard others. The points in set 
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form a new curve. On this new curve, repeat the above operation. The result forms set
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All the points in set 

[image: image52.wmf]1


P


are much more significant than the points in set
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 in determination of the peaks of the histogram. 2) The first step of thresholding is to remove small peaks. If a peak is too small compared to the biggest peak, then it is removed. Thus, the steps are, Find
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     The second step is to choose one peak if two peaks are too close. For two peaks 
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. In this way the peak with bigger value is chosen.


     The third step is to ignore a peak if the valley between two peaks is not obvious. We examine the obviousness of the valley by calculating the average value for the horizontal axis value between the two peaks. We consider the valley between the two peaks is not obvious if the average value is too big compared to the peaks. Suppose 
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If 
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we decide that the valley is not obvious enough to separate two peaks. So we ignore the peaks with smaller value. The threshold value 0.5 is based on the experiments on more than 50 different color images.


    This algorithm PDVE locates the globally significant peaks of the histogram. After the peaks are selected, the minimum values between any adjacent peaks are the valleys. The valleys are the boundaries for the segmentation [17].
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Fig. 1. Flow chart of the Segmentation algorithm

IV. Segmentation Results and Analysis
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Fig. 2.(a) Cell image

[image: image70.jpg]





Fig. 2.(b) Segmented image


   Fig. 2.(a) is the original cell image and 2.(b) is the segmented image. The image is segmented into three dominant regions.
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Fig. 3.(a)
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Fig. 3.(b)
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Fig. 3.(c)
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Fig. 3.(d)

Fig. 3.(a) is the histogram obtained for the Fig. 2.(a) cell image. It is clear that the image contains three dominant regions. Examining the histogram one can easily see three regions that define three segments. Fig. 3.(b) is the plot of  peaks of histogram. We apply PDVE algorithm to Fig. 3.(b) and Fig. 3.(c) is generated as a intermediate stage. Fig. 3.(c) consists of the significant peaks of the histogram. Thresholding is performed over Fig. 3.(c) and finally simplified result is obtained and shown in Fig. 3.(d). The valley points for segmentation of the cell image are obtained and they are 51 and 138 as shown in Fig. 3.(d). So the three pairs of threshold values are (0-51), (51-138), (138-256). With these threshold values we get the segmentation result as Fig. 2. (b).
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Fig. 4.(a) Blood cell image, (b) segmented blood cell image


[image: image77.jpg]



[image: image78.emf]

Fig. 5.(a) Original flower image, (b) segmented image


V. Conclusion and Future Works


    The proposed method is tested on different images. It produced stable and fairly good results. Consistent acceptable outputs over different kinds of real life images have proved robustness of the presented scheme. Thus, the proposed method may be handy for any computer vision task where extraction of region and segments is required for a large set of images for feature extraction or for any other work. Our next venture will be comparing proposed algorithm with other similar methods and analyze the performance on the basis of parameters like computing time, execution complexity and accuracy of the system output in presence of noise.

REFERENCES

[1] S. Ben. Chaabane, M. Sayadi, F. Fnaiech and E. Brassart, “Color Image Segmentation using Automatic Thresholding and the Fuzzy C-Means Techniques”, Electrotechnical Conference, 2008. MELECON 2008. The 14th  IEEE Mediterranean 5-7 May 2008 Page(s):857 – 861.


[2] H. D. Cheng, X. H. Jiang, Y. Sun, and J. L.Wang, “Color image segmentation: Advances and prospects,” Pattern Recognit., to be published.


[3] L. Busin, N. Vandenhroucke, L. Macarie and J-G Postaire, “Color space selection for unsupervised color image segmentation by Histogram multithresholding”, Int. Conference on image processing, 2004.

[4] Milind M. Mushrif, and Ajay K. Roy, “A-IFS Histon based multithresholding algorithm for color image segmentation”, IEEE signal processing letters,vol. 16, no. 3, March 2009.


[5] B. Sowmya and B. Sheelarani, “Color image segmentation using soft computing techniques”, International Journal of Soft Computing Applications,  Issue 4 (2009), pp.69-80.


[6] Songcan Chen and Daoqiang Zhang, “Robust Image Segmentation Using FCM with Spatial Constraints Based on New Kernel-Induced Distance Measure” IEEE Trans on Systems, Man, and Cybernetics—Part B: Cybernetics, vol. 34, no. 4, August 2004.


[7] Qixiang Ye, Wen Gao, and Wei Zeng, “Color image segmentation using Density based clustering”, Proceedings of the 2003 IEEE lnlemational Conference on Acoustics, Speech, & Signal Processing, April 2003, Hong Kong. 

[8] Pedro Martínez Galaviz, Arturo Rojas López, María Josefa Somodevilla García and Ivo Humberto Pineda Torres, “Algorithm of clustering for color image segmentation”, Proceedings of the 15th International Conference on Electronics, Communications and Computers (CONIELECOMP 2005).


[9] Hua Peng, Luping Xu and Yanxia Jiang, “Improved Genetic FCM Algorithm for Color Image Segmentation” Proceedings of ICSP2006.

[10]  Zhiding Yu, Ruobing Zou  and Simin Yu, “A Modified Fuzzy C-Means Algorithm with Adaptive Spatial Information for Color Image Segmentation” Computational Intelligence for Image Processing, 2009. CIIP '09. IEEE Symposium on March 30 2009-April 2 2009 Page(s):48 – 52.


[11] Xiaohe LI, Taiyi ZHANG and Zhan QU, “Image Segmentation Using Fuzzy Clustering with SpatialConstraints Based on Markov Random Field via Bayesian Theory”, IEICE Trans. Fundamentalsvol.E91–A, no.3 March 2008.


[12] Jianping Fan, David. K. Y. Yau, Ahmed. K. Elmagarmid and Walid G. Aref , “Automatic Image Segmentation by Integrating Color-Edge Extraction and Seeded Region Growing”, IEEE Trans on Image Processing, vol. 10, no. 10, October 2001.

[13] A. Borji, M. Hamidi and A. M. Eftekhari moghadam, “CLPSO-based Fuzzy Color Image Segmentation” North American Fuzzy Information Processing Society, 2007. NAFIPS '07. Annual Meeting of the 24-27 June 2007 Page(s):508 - 513.

[14] H. D. Cheng, C. H. Chen, H. H. Chiu and Huijuan Xu, “Fuzzy Homogeneity Approach to Multilevel Thresholding”, IEEE Trans. on Image Processing, vol. 7, no. 7, July 1998.

[15] Parmida Moradi Birgani, Meghdad Ashtiyani and Saeed Asadi, “MRI Segmentation Using Fuzzy C-means Clustering Algorithm Basis Neural Network” Information and Communication Technologies: From Theory to Applications, 2008. ICTTA 2008. 3rd International Conference on 7-11 April 2008 Page(s):1 – 5


[16] T. Takagi and M. Sugeno, “Fuzzy identification of systems and its application to modeling and control”, IEEE Trans. Syst., Man, Cybern., vol. SMC-15, pp. 116–132, 1985.G. Eason, B. Noble, and I. N. Sneddon, “On certain integrals of Lipschitz-Hankel type involving products of Bessel functions,” Phil. Trans. Roy. Soc. London, vol. A247, pp. 529–551, April 1955. 


[17] H. D. Cheng and Ying Sun, “A Hierarchical Approach to Color Image Segmentation Using Homogeneity”, IEEE Trans. on Image processing, vol. 9, no. 12, December 2000.J. Clerk Maxwell, A Treatise on Electricity and Magnetism, 3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68–73.

[18] J. R. Parker, Algorithms for Image Processing and Computer Vision. New York: Wiley, 1997.

















     Manuscript received July 2, 2009.  



Mr. Soumya Dutta is with the Department of Electronics and Communication Engineering, Netaji Subhash Engineering College, Garia, Kolkata 700152, India ( e-mail: soumya.nsec@ gmail.com). 



Dr. Bidyut B. Chaudhuri is with the Computer Vision and Pattern Recognition Unit, Indian Statistical Institute, Kolkata 700108, India. (e-mail: bbc@isical.ac.in).







_1307474979.unknown



_1307725602.unknown



_1307730977.unknown



_1307732194.unknown



_1307732963.unknown



_1307799786.unknown



_1310744794.unknown



_1307732987.unknown



_1307733123.unknown



_1307732973.unknown



_1307732382.unknown



_1307732925.unknown



_1307732254.unknown



_1307731951.unknown



_1307731994.unknown



_1307732185.unknown



_1307731988.unknown



_1307731571.unknown



_1307731612.unknown



_1307731073.unknown



_1307726347.unknown



_1307728894.unknown



_1307730906.unknown



_1307730727.unknown



_1307726445.unknown



_1307726177.unknown



_1307726191.unknown



_1307725644.unknown



_1307726139.unknown



_1307725627.unknown



_1307475865.unknown



_1307724805.unknown



_1307724976.unknown



_1307725501.unknown



_1307724848.unknown



_1307476616.unknown



_1307477941.unknown



_1307478621.unknown



_1307724091.unknown



_1307478042.unknown



_1307477202.unknown



_1307476564.unknown



_1307475495.unknown



_1307475692.unknown



_1307475786.unknown



_1307475546.unknown



_1307475238.unknown



_1307475307.unknown



_1307475159.unknown



_1307474326.unknown



_1307474826.unknown



_1307474909.unknown



_1307474952.unknown



_1307474886.unknown



_1307474732.unknown



_1307474806.unknown



_1307474448.unknown



_1307474045.unknown



_1307474246.unknown



_1307474297.unknown



_1307474203.unknown



_1307473848.unknown



_1307473981.unknown



_1307473741.unknown



