
 
 

 

  
Abstract— This paper presents a new model sequential 

Bayesian technique for software reliability characterization 
using a growth curve formulation that allows model parameters 
to vary as a function of covariate information. The approaches 
include probabilistic models that aim at predicting reliability 
and other elements of software quality on the basis of program 
properties such as size and complexity, and statistical models 
that base reliability prediction on an analysis of failure data. 

 We describe a Sequential Bayesian Technique and model 
evaluation which allows for integration of historical 
information and expert opinion in the form of prior 
distributions on the parameters. 
 

Index Terms— sequential Bayesian technique probabilistic 
models, predicting reliability, operational profile 
 

I. INTRODUCTION 

Software reliability engineering is centered around a very 
important software attribute: reliability. Software reliability 
is defined as the probability of failure-free software operation 
for a specified period of time in a specified environment[8]. It 
is one of the attributes of software quality, a multi- 
dimensional property including other customer satisfaction 
factors like functionality, usability, performance, 
serviceability, capability, installability, maintainability, and 
documentation. Software reliability, however, is generally 
accepted as the key factor in software quality since it 
quantifies software failures - which can make a powerful 
system inoperative or even deadly. As a result, reliability is 
an essential ingredient in customer satisfaction for most 
commercial companies and governmental organizations. 

 
The main objective of this paper is to determine the 

Reliability of Software [16][17]. Requirements Specification 
defines and describes the operations, interfaces, performance, 
and quality assurance requirements of the Reliability of 
Software. The document describes the design constraints that 
are to be considered when the system is to be designed, and 
other factors necessary to provide a complete and 
comprehensive description of the requirements for the 
software. This paper attempts to focus on analysis of 
reliability of software using Sequential Bayesian Technique 
[1][10][13][14][18]. 
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II. SOFTWARE RELIABILITY 

 Reliability of software systems requires implementation of a 
thorough, integrated set of reliability modeling, allocation, 
prediction, estimation and test tasks.  These tasks allow 
on-going evaluation of the reliability of system, subsystem and 
lower-tier designs.  The results of these analyses are used to 
assess the relative merit of competing design alternatives, to 
evaluate the reliability progress of the design program, and to 
measure the final, achieved product reliability through testing. 
As such the Software reliability model[1][3][4][5][6][11][14] in Figure 
1 represents the whole framework being done for analysis 
 

 
Figure 1.  Software Reliability Model 

 
The Reliability of software provides real time information 

about the software that how much it is reliable on client needs 
& how much he can be dependable on it. The Product 
functions are more or less the same as described in the 
product perspective.  
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III. RELIABILITY TOPOLOGY   

Reliability topology[15] is the relationship between the 
failures of an individual function to the failure of the 
aggregate system.  Generally, software functions or 
operations are related in a "series" topology, meaning that the 
failure of one function results in the failure of the software 
system.  Software fault tolerance techniques can result in 
systems that can survive the failure of one or more functions. 
Software fault tolerance consists of a set of techniques which 
are not covered by this notebook, but are described in depth 
in the general software engineering literature. 
 
 

IV. TYPES OF FAULTS 

 
The following types of faults are being found while 

determining the reliability of software. 
 

Activity  
introducing  
fault 

Fault type or root cause 

Requirements Missing requirements. 
Misinterpreted requirements. 
Requirements not clear. 
Changed requirements. 
Conflicting requirements. 

Design Design not to requirements. 
Missing design. 
Top level design logic. 
Low level design logic. 
Design not robust. 

Code Code not implemented to design. 
Code not implemented to 
requirements. 
Missing code. 
Initialization error. 
Storing error. 
Mismatched parameters. 
Math operations not robust. 
I/O operations not robust. 
Memory errors. 
Domain errors. 

Maintenance 
and corrective 
action 

New fault generated in maintenance. 

 
 

V. OPERATIONAL PROFILES 

The reliability of a software-based product depends on 
how the computer and other external elements will use it.  
Making a good reliability estimate depends on testing the 
product as if it were in the field.  The operational profile 
(OP), a quantitative characterization of how the software will 
be used, is therefore essential in any Software Reliability 
Engineering (SRE) application.  It is a fundamental concept 
which must be understood in order to apply SRE effectively 
and with any degree of validity.  This section provides a 
detailed description of the OP. 
 

  A profile is a set of independent possibilities called 
elements, and their associated probability of occurrence. The 
operational profile is the set of independent operations that a 
software system performs and their associated probabilities.  
Developing an operational profile for a system involves one 
or more of the following five steps: 
 
1.    Find the customer profile 
2.    Establish the user profile 
3.    Define the system-mode profile 
4.    Determine the functional profile 
5.    Determine the operational profile itself  
 

 
 

Figure 2.  Operational Profile Developments 

 
Figure 3 shows the elements involved in determining 

operational profiles from functions.  A function may 
comprise several operations.  In turn, operations are made up 
of many run types.  Grouping run types into operations 
partitions the input space into domains.  A domain can be 
partitioned into sub domains, or run categories.  To use the 
operational profile to drive testing, first choose the domain 
that characterizes the operation, then the sub domain that 
characterizes the run category, and finally the input state that 
characterizes the run. 
 
 

 
 

Figure 3.  Operational Elements 
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VI. SEQUENTIAL BAYESIAN TECHNIQUE 

A sequential maximum a posteriori estimation procedure 
based on Bayesian approach[10][13][14][18] is discussed here. 
The procedure is capable of utilizing the prior information. 
Let the general regression model be  
 

      

 

 
The equation for the Bayesian estimation of the  

 
model parameters, is given as 
 

 
 
Where P is the covariance matrix of estimators (q x q), given 
as  
 

   
   

: Estimated parameter vector (q x 1) 
 

M: mean value of parameter vector (q x 1) known from the 
prior information 
X: independent variable matrix (n x 1) 
V: covariance matrix of B known from prior information 
Q: covariance matrix of errors. 
 
Substituting 
 

 
 

We get the recursive form of equation (2) and (3). Here C 
is a m x m diagonal covariance matrix of error and m is the 
number of observations. Substituting the above expressions 
in equation (2) and (3) we get 
 

 
 
  From matrix inversion theorem we know that, 
 

 
 

Hence equation (5) may be written as follows 
 

 
 
 

 
 

Then the following matrix identity holds 
 

 
 

Therefore, substituting the values of R and H we get, 
 

 
 

Substituting equations (6) & (7) in (4) & (5) we get, 
 

 
 
 

Equations (8) to (13) are the governing equations for the 
sequential estimation procedure of the parameters. If the 
number of observations is one then no matrix inversion is 
involved and the computation becomes efficient. Thus for 
one observation, equation (8) to (13) may be rewritten as 
follows: 
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Where u = 1, 2, 3,. . . q, v = 1, 2, 3, . . . , q, q is the number of 
parameters and σ2

i+1 is the variance of Yi+1. Here in equation 
(15) S is used instead of σ2

i+1 to denote the error variance 
obtained from linear regression method. So equation (15) 
becomes 
                                         

 
 

VII. ESTIMATION OF MODEL PARAMETERS 

 
In the following paragraphs the description of the model is 

followed by the parameter estimation using proposed 
algorithm. 

 
Let Xt = Xθ

t− 1δ where θ is constant and values of θ > 1 
mean growth of reliability and θ < 1 means decay of 
reliability. δ is the error due to some uncertainty in power 
law. Taking natural logarithm on both sides we get 
 

 
 

To apply the above-mentioned algorithm for general 
sequential procedure given in equations 
(14) to (19) the expression (21) becomes 
 

 
is a dummy variable taking a constant value 1. Here t denotes 
the stage of testing and Xt denotes the time between failures. 
 

VIII. SOFTWARE RELIABILITY PREDICTION: 

Software reliability predictions[2][17] are made during the 
software development phases that precede software system 
test, and are available in time to feed back into the software 
development process.  The predictions are based on 
measurable characteristics of the software development 
process and the products produced by that process.   
 

Figure 4 shows the software reliability prediction process.  
Product and process metrics are collected and used to predict 
the initial failure rate and fault content.  From these 
quantities, the reliability growth model parameters are 
predicted, and then the growth model is used to obtain 
estimates of the test time and resources needed to meet 
reliability objectives.   
 
 

 
Figure 4.  Software Reliability Prediction Procedure  

 
 

The final outcomes of a software reliability prediction 
include: 
 
• Relative measures for practical use and management. 
• A prediction of the number of faults expected during 

each phase of the life cycle. 
• A constant failure rate prediction at system release that 

can be combined with other failure rates. 
 
 

IX. SOFTWARE RELIABILITY GROWTH TESTING:   

Software reliability growth testing[20][22] takes place during 
the software system test phase, after the software has been 
fully integrated.  During growth testing, the software is 
executed in an environment with inputs that most closely 
simulate the way the software is expected to be used in the 
field.  In particular, the inputs are randomly selected in 
accordance with the software's operational profile. 
   

The quality of testing is directly related to reliability 
growth and is a function of various system level tests that 
validate the software from more than one perspective.  
System tests can validate domains, paths, states, transaction 
flow, error handling, etc.  The quality of testing is also related 
to testing the functionality that is executed most often by end 
user, most critical to end user, and most error prone. 
 

An operational profile associates each input state or 
end-user function with a probability of occurrence. Testing 
according to the operational profile is efficient with respect to 
failure intensity reduction, because it reveals those faults that 
the user is most likely to encounter in use, those faults that 
contribute most to the program failure rate.  When a failure is 
observed, the execution time, among other information, is 
recorded.  The observed failure times are used as input to a 
statistical estimation technique that determines the 
parameters of the software reliability growth model.  This 
way, the current reliability can be measured and the future 
reliability can be forecasted.  Figure 5 depicts a failure 
intensity curve. 
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Figure 5.  Software Failure Intensity Curve 

 
Software reliability growth testing assumes that faults exist 

in the software and they will be uncovered during execution 
to produce software failures.  As testing proceeds, failures 
will occur, the faults underlying the failures are identified and 
removed, the system is recompiled, and new input states are 
selected randomly from the operational profile.  As software 
faults are removed, the failure intensity should decrease over 
time.  This should continue until enough faults have been 
removed from the system to meet reliability goals. 
 

X. CONCLUSION 

 
This research paper attempts to focus on analysis of 

reliability of software using Sequential Bayesian Technique. 
The document describes the design constraints that are to be 
considered when the system is to be designed, and other 
factors necessary to provide a complete and comprehensive 
description of the requirements for the software. 
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