
 
 

 

  
Abstract—Support Vector Machine (SVM) has become a 

hotspot of machine learning because of its rigorous theory 
background and remarkable generalization performance. 
Recent researches on SVM mainly concentrate on the property 
of SVM and variety of its applications. In this paper, an 
improved SVM algorithm is proposed for children abnormal 
gait analysis. The algorithm combines SVM with fuzzy 
clustering in order to improve the accuracy of SVM. Only 
samples that have weak relationships with all clusters are 
involved in SVM. Simulation experiment has been carried out 
to show that the algorithm based on the improved SVM may 
obtain better effectiveness than the normal SVM when it is 
applied for children abnormal gait analysis. 
 

Index Terms—Children Abnormal Gait Analysis; SVM  
 

I. INTRODUCTION 
Gain analysis is a very important technique for early 

diagnosis of gait disease and rehabilitation assessment. It is 
inexact that most doctors diagnose gait disease based on their 
own judgments of comparing patients’ gait with many curves 
created by a certain gait analysis system. In recent years, 
machine learning technology has gained much regard in gait 
analysis field, which may help doctors gain a more objective 
and exact disease assessment [1]. 

Artificial neural network (ANN) has been applied to 
distinguish normal gait and diseased gait due to its strong 
non-linear learning ability [2]. But, ANN often gets into a 
local minimum and overstrains training samples which may 
reduce the accuracy of classifier. In addition, the collection of 
gait data is time-consuming, so the number of gait samples 
used for its analysis is usually small and then it is not suitable 
to apply ANN. Support Vector Machine (SVM) is widely 
applied in pattern recognition because of its remarkable 
learning ability. Begg [3] applied SVM for the gait 
classification of the children and the elder. Kamruzzaman [4] 
used SVM to distinguish the gait of children with cerebral 
palsy. 

In this paper, an algorithm named as F-SVM has been 
proposed for children gait analysis by combining SVM with 
fuzzy clustering [5],[6]. The algorithm first clusters training 
samples into several clusters by using FCM. Only samples 
that have a weak relationship with each cluster are chosen to 
be trained in SVM. By removing those un-support vectors, 
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F-SVM may acquire much higher accuracy than standard 
SVM. The validity of F-SVM has been shown by simulation 
experiment conducted in this study. 

II. DESCRIPTION OF F-SVM 

A. Short introduction of SVM 
SVM introduced by Vapnik [7] is usually used for 

classification tasks. In a task of binary classification, SVM 
aims to find an optimal separating hyperplane (OSH) which 
generates a maximum margin between two categories of data. 
To construct an OSH, SVM maps data into a higher 
dimensional feature space. SVM performs this nonlinear 
mapping by using a kernel function. Then, SVM constructs a 
linear OSH between two categories of data in the higher 
feature space. Data vectors which are nearest to the OSH in 
the higher feature space are called support vectors (SVs) and 
contain all information required for classification. In brief, 
the theory of SVM is as follows [7]. 
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where C  is called regularization parameter that determines 
the tradeoff between a maximum margin and a minimum 
classification error. By constructing a Lagrangian, the 
optimal hyperplane according to (2) may be shown as the 
solution of 
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where 1, , Lα α  are the nonnegative Lagrangian multipliers. 
The data points ix  that correspond to 0iα >  are SVs. The 
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weight vector w  is then given by 
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For any test vector nx R∈ , the classification output is then 
given by 
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To build an SVM classifier, a kernel function and its 

parameters need to be chosen. So far, no analytical or 
empirical studies have established the superiority of one 
kernel over another conclusively. In this study, the following 
three kernel functions have been applied to build SVM 
classifiers: 
1) Linear kernel function, ( ), ,K x z x z= ; 

2) Polynomial kernel function, ( ) ( ), , 1
d

K x z x z= + , d  is 

the degree of polynomial; 

3) Radial basis function, ( ) { }2 2, exp 2K x z x z σ= − − , σ  

is the width of the function. 

B. Introduction of FCM algorithm 
FCM algorithm proposed by Dunn [8] and extended by 

Bezdek [9] is one of the most well-known methods in 
clustering analysis. FCM partitions a set of s-dimensional 
vectors { }1 1, , , nX X X X=  into c clusters, where 

( )1 2, , ,j j j jsX X X X ′=  represents the thj  sample for 

1, ,j n= . The thi  cluster is supposed to have a center 

vector ( )1, ,i i isv v v=  and FCM aims to determine cluster 

centers iv ，where 1 i c≤ ≤ . For the thj  sample jX  and the 

thi  cluster center iv , there is a membership degree 

[ ]( )0,1iju ∈  indicating in what degree the sample jX  

belongs to the cluster center vector iv , which results in a 

fuzzy partition matrix ( )ij n c
U u

×
= . The objective function 

J  is defined as follows: 
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=∑ ， 1, ,j n∀ = , where m  (usually set to 

be 2) in (8) and (9) is used to adjust the weight effect of 
membership values. The FCM algorithm [10] may be 

described as follows: 
1) Choose an integer c and a threshold value ε . Initialize the 

fuzzy partition matrix U  by c n×  random numbers in the 
interval [0,1] ; 

2) Compute ( )1, ,iv i c=  according to (8); 

3) Compute all ijd  and iju  according to (7) and (9) 
respectively. Thus update the fuzzy partition matrix U  by 
the new computed iju . 

4) Compute the objective function J  by using (6). If the 
difference between two adjacent values of J  is less than 
the given threshold ε , then stop. Otherwise go to step 2. 

C. F-SVM algorithm 
SV plays a decisive role in SVM, but non-SVs are usually 

inoperative. In F-SVM, treatment is not the same for each 
sample. Training samples that are affirmatively not SVs are 
not involved in SVM, and only samples that have a weak 
relationship with each cluster are chosen to be trained in 
SVM. By using this method, the classification accuracy and 
the training time may be effectively improved [5],[6]. 

The selection of training data is executed by using FCM 
which may cluster samples non-compulsively. The 
membership degree iu  in FCM indicates with what degree a 
sample belongs to the cluster center vector iv . If there exists 

one { }( )
0 0 1, ,iu i c∈  which is bigger than a threshold 

λ (80% in this study), it is clearly that the sample is far from 
OSH and its probability to be a SV is small. So, this sample is 
not involved in SVM. The block diagram of F-SVM is shown 
in Figure 1. 

 

 
 

 Figure 1, Block diagram of the F-SVM. 
 
The process of F-SVM is described as follows: 

1) Choose a cluster number c (2 in this study) and a threshold 
value ε  for FCM. Choose a selection threshold λ  (80% 
in this paper). 

2) Cluster training samples by applying FCM and calculate 
each membership degree iju  according to (9). If iju λ< , 

{ }1, ,i c∀ ∈ , sent the sample to SVM. Otherwise, 
abandon it. 
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3) Classify the selected training sample set by using SVM. 
Calculate each classification output according to (5). 

III. EXPERIMENTS AND ANALYSIS 
In this study, the proposed algorithm F-SVM which 

combines SVM with FCM is applied for children gait 
analysis. In this section, several experiments are carried out 
to test the validity of F-SVM. The experimental data used in 
this study are obtained from a gait database in Virginia 
University [11]. There are two sample sets in the database 
including normal gait samples from 68 children and 
abnormal samples from 88 children with cerebral palsy (CP). 
The ages of these children range from 2 years old to 13 years 
old. Four features of gait samples are selected and they are 
stride length, cadence, leg length and age. 

 

 
(a) 

 

 
(b) 

 
Figure 2, (a) Distribution of raw data in feature space. (b) 

Distribution of normalized data in feature space. 
 
In this study, polynomial normalization in paper [12] is 

applied to normalize the gait samples. Figure 2 shows the 
contrast of samples distribution before and after 
normalization. As shown in Figure 2, the overlap of two 
sample sets is effectively reduced after normalization, which 
helps to improve the classification accuracy. Three kernel 
functions are used to build SVM classifiers in this study. By 
comparing the classification results of three classifiers, the 
most suitable kernel function may be decided for F-SVM. By 
applying this kernel function, the accuracy of F-SVM and 

standard SVM is compared at the end of this section. 
Polynomial order d is an important parameter when 

polynomial kernel function is applied in F-SVM. The 
classification accuracy of gait samples by using different 
polynomial order is shown in Figure 3, and d is chosen from 1 
to 10. As shown in Figure 3, the classification accuracy 
declines along with the increase of polynomial order. This is 
because the dimension of the feature space is high under a 
large polynomial order, and it leads a declining 
generalization capability of SVM. So, the polynomial order d 
is set to be 1 in the following experiments. When d is 1, the 
polynomial kernel function actually is a linear kernel 
function and the classification accuracy may reach 89.74% 
under it. 
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Figure 3, Relationship between classification accuracy and 

polynomial order 
 
When radial basis function (RBF) is applied as the kernel 

function, the kernel parameter σ  in RBF and regularization 
parameter C in equation (2) may impact the classification 
accuracy of F-SVM. Figure 4 shows the relationship between 
classification accuracy and parameters combination. 
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Figure 4, The relationship between classification accuracy and 

parameters combination 
 
As shown in Figure 4, the generalization capability of 

SVM enhances along with the increase of C. This is because 
the regularization parameter C may adjust the ratio of 
confidence interval and empirical risk. The generalization 
capability of SVM is weak when C is small, because a small 
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C indicates that the punishment for empirical risk is small and 
the empirical risk is large. When C exceeds a certain value, 
the complexity of a classifier reaches the allowed maximum 
in the feature space. In this case, the SVM has almost no 
change of the empirical risk and generalization capability. 
Table I shows the classification accuracy of the three 
classifiers. 

 
Table 1, Accuracy of three classifiers 

 
Kernel function Parameter Accuracy (%) 

Linear 1d = 89.74 
Polynomial 2d = 82.69 

RBF 4, 100Cσ = =  97.51 
 

As shown in Table 1, F-SVM using RBF as the kernel 
function has the most accurate classification result when the 
kernel parameter and regularization parameter are set to be 4 
and 100 respectively. Table 2 shows the comparison of 
F-SVM and SVM with the same kernel function and 
parameters. 

 
Table 2, Comparison of SVM and F-SVM 

 
Algorithm Accuracy (%) 

SVM 95.51 
F-SVM 97.72 

 
As shown in Table 2, classification accuracy of F-SVM is 

higher than the standard SVM. This is because only those 
important samples are sent to the classifier in F-SVM, and 
samples which have small possibility to be SVs. By using this 
method, the classification accuracy and the training time may 
be effectively improved. 

IV. CONCLUSION 
In this paper, a new algorithm F-SVM is proposed for 

children gait analysis by combining SVM with fuzzy 
clustering. F-SVM firstly clusters training samples into 
several clusters by using FCM algorithm. Only those samples 
that have a weak relationship with each cluster are chosen to 
be trained in SVM. By taking this method, the classification 
accuracy and the training time have been effectively 
improved. Simulation experiments have been conducted to 
show the validity of F-SVM algorithm. Experimental results 
show that F-SVM may obtain high classification accuracy for 
children gait classification even when the number of samples 
is small. In the experiment, the effects of three kernel 
functions in F-SVM have also been tested. The RBF has 
achieved the most accurate classification result when 
appropriate parameters are adopted. 
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