
 

 

  

Abstract—In this paper a novel approach for evaluating 

features is proposed, along with its applications in the diagnosis of 

faults. As most existing methods for this task make use of a 

number of assumptions about the features, their evaluations may 

not always be very reliable. The proposed methodology aims to 

address this issue. In this paper three distinct metrics based on an 

assumption-free framework have been developed and presented, 

along with a GUI to facilitate their use. The features assessed are 

based on a real world dataset from a project the authors are 

involved in. The results of the analysis conducted appear to be 

promising. 

 

Index Terms—Feature Evaluation, Fault Diagnosis, Failure 

Prognosis, Classification. 

I. INTRODUCTION 

HE issue of feature evaluation is as old as the field itself. 

Especially nowadays that the process of feature extraction 

has been more or less automated, an information overload of 

features is observed. To tackle this issue several feature 

selection methods have been developed. Yet, before an 

intelligent selection can be made, an equally intelligent 

evaluation of the features has to be conducted. The proposed 

methodology aims to contribute to this part of the field, by 

introducing a number of feature evaluation metrics and 

demonstrating how they can be used successfully, either 

independently or in combination.  

II. LITERATURE REVIEW 

A. Feature Extraction 

The existence of a fault in a system or component produces 

uncharacteristic behavior that can be captured through certain 

sensing spectra, typically vibration [1].  Where it may not be a 

simple task to detect and diagnose a fault, processing and 

analyzing such sensor data may provide information about 

anomalous system behavior, from which fault data may be 

gleaned. Such information is extracted in the form of features, 

scalar representations of signal information.                                                                           

 In rotating machinery, vibration signals can be analyzed and 

features extracted from numerous domains.  The simplest and 
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most direct being the time domain. From this domain, features 

such as root-mean-squared (RMS), an approximation of signal 

strength; Kurtosis, a measure of “peakiness”; and entropy can 

all be extracted [2-4].  These static features, however, are 

highly sensitive to operational variability, such as changes in 

loading conditions on the faulty component, and thus are less 

robust than features from more sophisticated domains.                                                                                   

Due to rotation, vibration effects caused by a fault may 

occur periodically, making the frequency domain a source of 

many useful features.  FFT analysis of harmonics and 

subharmonics of main frequencies, such as bearing shaft speed 

or gear meshing frequency, is a typical source of features for 

both identifying an existing fault mode and diagnosing said 

fault.  Typically, the first two harmonics, 1X and 2X, contain 

the most relevant information about the system behavior, in 

multiple frequency-based domains such as FFT, full-spectrum, 

auto-spectrum, or wavelet [5, 6].  Filtered orbit and sideband 

analysis on these harmonics can provide further fault 

information [7].  Including normalizing information such as 

total spectral energy can inhibit effects of operational 

variability. 

Common frequency-based features may be robust, but 

require explicit knowledge or restrictive assumptions about the 

system or component under analysis.  Not only does this 

complicate the feature extraction process, but unforeseen 

changes in the system may not be accounted for, leading to 

degradation in detection or diagnostic accuracy.  In these 

cases, an assumption-free, data-driven method is needed to 

improve the feature extraction process. 

B. Feature Selection 

All tables and figures you insert in your document are only to 

help you gauge the size of your paper, for the convenience of 

the referees, and to make it easy for you to distribute preprints. 

Some evaluation techniques focus on the amount of 

information available in a set of data, such as Shannon’s or 

differential entropy [8, 9] and Renyi’s entropy [10, 11].  

However, these measures, in simple terms, are measures of the 

“randomness” of a set of data, and may not provide specific 

information on the utility of the data as applied towards a 

specific goal. 

To improve the performance metric, information or 

assumptions about the intent of the feature may be 

incorporated.  Measures of correlation or dependence between 

the feature and a set of known data the feature is intended to 

represent (ground truth) can be used as a tracking metrics; 

these metrics analyze how the feature tracks the target data 

[12, 13].  Likewise, the same methods can compare two or 

more features to each other, giving insight into how much 
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redundant information exists.  Such measures on their own can 

be misleading, requiring accompanying analysis to determine 

the true effectiveness of the feature. 

Other typical assumptions on the form of the data may be 

asserted through evaluators such as separability, Bhattacharyya 

distance, Fisher’s Discriminant Ratio, and Discernibility [14-

16]. These metrics analyze features best based on discrete 

classes of data, and are difficult to represent in a continuous 

sense.  Also, like correlation, these tend to apply only broad 

restrictions to a feature.  An evaluator may pass a feature that 

contains little to no useful information or Discernibility 

potential, or could fail a feature that may contain enough 

information to draw probable conclusions.  

III. METHODOLOGY 

The methodology proposed in this paper is quite simple and 

straight-forward. The idea is to use a number of assumption-

free metrics for evaluating features, both independently and in 

combination. To attain this, these metrics must yield values on 

the same interval. By doing this, the evaluations of these 

metrics can be easily combined by taking their product, or 

their numeric average. 

A. Proposed Metrics 

Three metrics are proposed here, all of which make no 

assumptions about the distribution the feature values follow. 

These metrics were chosen for their high quality evaluation 

performance and for the fact that they are not closely 

correlated to each other. The proposed metrics are the 

Assumption Free Discriminant Ratio, the Absolute Density 

Correlation and the Density Monotonicity. 

 

1) Assumption Free Discriminant Ratio (AFDR) 

This metric is similar to the Fisher Discriminant Ratio, with 

the difference that it does not assume a normal distribution (or 

any other distribution for that matter) and it takes values in [0, 

1]. In essence it performs a number of statistical tests, similar 

to the z-test that FDR performs. However, it makes use of the 

vectors’ densities to form the pdf of each distribution, instead 

of the probabilistic densities that derive from a distribution 

model. 

 

2) Absolute Density Correlation (ADC) 

This metric is just like the Pearson Correlation one, with the 

difference that it takes into account the densities of the vectors 

under consideration, and uses them as weights. Also, the 

absolute value of their correlation is used, as this yields more 

meaningful information in the feature evaluation process. Just 

like the other metrics, it yields values in [0, 1]. 

 

3) Density Monotonicity (DM) 

This metric is also based on the density approach and provides 

insight to how monotonous a vector it compared to another 

one. This is particularly useful for cases of features that are 

used for fault diagnostics/prognostics purposes, as it is 

desirable that the features follow a monotonous trend 

compared to the wear level. In this approach, monotonicity is 

defined as the probability of inter-class distances being greater 

than zero. The inter-class distances are calculated by taking the 

difference between class i and the maximum of class i-1, for 

every class i = 2 … m, where m is the total number of classes. 

This metric can be used on its own with an additional 

parameter, namely a given confidence threshold, so that it can 

also yield a crisp output regarding whether the feature under 

consideration is monotonous or not. This can be particularly 

useful when examining a large number of features. 

B. Overview of Integrated Feature Evaluation System 

The aforementioned metrics are combined in a single feature 

evaluation program. This application takes as inputs the 

feature matrix and the class vector (which in the cases 

examined in this paper is the wear level vector). These vectors 

are given as two separate .csv files. Afterwards the evaluation 

metrics are selected. The results of the evaluation are given in 

the output of the program, which takes the form of another .csv 

file. If more than one metric are selected, the combination of 

all the selected metrics, in the form of their product, is also 

given in the results. It should be noted that all the features in 

the features matrix are evaluated independently, so for a set of 

m features and n evaluators, a (n+1) x m matrix will be given. 

If a cumulative evaluation is desired, then a different approach 

must be taken (e.g. use of the SID measure on the whole 

feature set). A screenshot of the evaluation system developed 

can be viewed in the Appendix. 

IV. EXPERIMENTS AND RESULTS 

A series of experiments were conducted, so as to investigate 

the relationship between the robustness of features and their 

evaluation. These were based on a real-world dataset using the 

sensor readings of a helicopter spline which is artificially worn 

with multiple levels of wear. 

 

A. Experimental Setup 

A set of four classifiers were used to perform fault diagnosis 

based on a set of three features based on phase data. These 

features exhibited a range of performance potential (mirrored 

in the accuracy rate of the classifiers) and measured by each 

one of the aforementioned metrics. The classifiers used were 

all parameter-free and included a distance-based one (k 

Nearest Neighbor – kNN), a statistical one (Linear 

Discriminant Analysis – LDA), a neuro-fuzzy classifier 

(ANFIS) and a Support Vector Machine (LS-SVM). The 

number of neighbors used for kNN was 5 while the number of 

epochs used for the training of ANFIS was 40. The features 

tested comprised of 5400 patterns and covered three distinct 

wear levels: baseline (0 mils of wear), light wear (2 mils) and 

moderate wear (3.25 mils), grouped in two classes, healthy and 

worn. This was done because the amount of wear is of 

secondary importance as regards fault diagnosis. Also, 50 

rounds of 10-fold cross validations were carried out. Note that 

due to the nature of the LS-SVM classifier, the training and 

testing set were inverted, so only 10% of the data was used for 

training and the rest 90% for testing. 

Parallel to the classification experiments, a number of 

evaluators are applied to the aforementioned features. These 

Proceedings of the World Congress on Engineering and Computer Science 2010 Vol I 
WCECS 2010, October 20-22, 2010, San Francisco, USA

ISBN: 978-988-17012-0-6 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCECS 2010



 

 

evaluators are the ones mentioned in Sec. 3A along with 

absolute correlation (AC) and a version of Fisher’s 

Discriminant Ratio (FDR) yielding values in (0, 1]. The last 

two evaluators are quite wide-spread and constitute the core of 

the traditionally used feature evaluators, in the field of fault 

detection. 

 

B. Results 

The results of these experiments can be viewed on Figure 1 

below. 
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Fig. 1 Graphical comparison among the various feature evaluators 

tested and the average accuracy rate of the classifications. 

 

It is noteworthy that the evaluator that stands out is Density 

Monotonicity, exhibiting an exceptionally promising trend in 

relation to the accuracy rate. In addition, this particular 

evaluator has a very low computational overhead, rendering it 

a very practical alternative to the traditional evaluators. 

The other evaluators performed quite well too, as they 

managed to capture the quality of each feature, in terms of how 

accurate a fault diagnosis prediction it can yield.  Interestingly 

all of them exhibited a good monotonicity in respect to the 

accuracy rate, so in practice they can all be used to evaluate a 

given feature. Also, as all of them yield values in [0, 1], they 

can be easily combined by taking their product. This way a 

more generic evaluator can be obtained, though this will come 

at additional computational cost. 

 

V. DISCUSSION 

The proposed evaluators appear to map the accuracy rate of 

the classifications satisfactorily. This translates into a kind of 

insight to the quality of the examined features, a type of 

predictor of their classification potential. Of course one could 

employ a simple classifier to do that, using a k-fold cross 

validation scheme, but this would be more time-consuming 

and may not provide the most accurate insight (since some 

classifiers’ performance heavily depends on the data). Also, 

the feature evaluators, particularly those yielding low 

computational cost, can be easily employed in an optimization 

scheme for selecting or generating new features. For this 

purpose, evaluators such as Density Monotonicity would be 

ideal. 

The well established evaluator of (absolute) correlation with 

the wear exhibits a very good behavior in evaluating a feature. 

However, it may not always be as practical, particularly in 

cases where the wear growth follows a non-linear pattern. 

Therefore, it is advantageous to have alternatives to it, which 

as shown in the conducted experiments, exhibit an equally 

robust performance. 

 It is noteworthy that the proposed feature evaluators are 

accompanied by an easy to use graphical user interface. This 

program loads two files, one with the feature values and one 

with the wear levels (labels). Then, once the evaluators to be 

used are selected, it employs all of these evaluators and 

outputs another file containing a table with the results. All the 

aforementioned files are in .csv form, which renders them 

accessible by a variety of applications, including MATLAB, 

spreadsheet programs, and even basic text editors. The 

program is freeware and can be executed in any Windows OS. 

 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper three alternative feature evaluation metrics 

were introduced and tested on three features of variable 

quality. Four classifiers were used for the experiments that 

were carried out, aiming at performing an anomaly detection 

task based on the aforementioned features. The proposed 

evaluators, which make use of no assumptions on the data they 

are applied on, appeared to perform satisfactorily in terms of 

how they related to the average accuracy rate of the classifiers. 

Two established evaluation metrics were also employed, 

exhibiting very similar results. Also, one of the proposed 

evaluators, Density Monotonicity, appeared to follow the 

accuracy rate trend very closely, while at the same time 

yielded a very low computational overhead. From all this, it 

can be concluded that the proposed metrics, especially the 

Density Monotonicity, are a viable alternative for the 

evaluation of features. 

Future work in this field may include a sensitivity analysis 

of these evaluators in similar problems of anomaly detection as 

well as fine-tuning them so that their performance can be 

enhanced. 

APPENDIX 

This is a typical screenshot of the AFFE (stand-alone) 

application developed. Its user-friendly interface coupled with 

its simplicity of use makes it a viable alternative for feature 

evaluation. 
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