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*Abstract—The main purpose of this project is to analyze 

several Machine Learning techniques individually and compare 
the efficiency and classification accuracy of those techniques. 
Three algorithms are used (Naïve Bayes learning, feed forward 
Artificial Neural Networks with Backpropagation, and Decision 
Trees learning using C4.5) over two datasets (“European 
companies” and “Japanese companies”) characterized by 59 
financial features each.  
 

Index Terms—Financial datasets, Machine Learning 
algorithms 
 

I. INTRODUCTION 

Different kinds of machine learning algorithms are used 
today to help in activities where otherwise intensive human 
assistance is needed. Since the Machine Learning (ML) - 
statistics gap has experienced an outstanding reduction in the 
last years, ML methods have been applied for classification 
purposes as an alternative to purely statistical methods. This is 
due to the high accuracy ML methods show for certain 
analysis. There are many studies that compare different ML 
methods to find the most suitable for certain kinds of data. The 
research reported in [4] explained how ML methods can be 
used for traffic classification. This work showed that different 
ML algorithms (Bayes Net, Naïve Bayes Trees and C4.5) have 
similar performance in terms of classification. Also, in the 
area of financial information analysis some ML techniques 
have shown better results than statistical methods. For 
example, Artificial Neural Networks with Backpropagation 
performed better than discriminant analysis to predict 
bankruptcy in [10]. In another study [9], ML methods showed 
higher accuracy to predict home mortgage loan risk than the 
statistical method of probit analysis. This study also 
demonstrated how Decision Trees classifier outperformed 
other ML methods. Financial information classification is 
challenging because in general data under study is noisy, not 
stable and not Gaussian [8]. Since the analysis discussed in the 
present paper evaluates datasets of financial information, 
different ML techniques are considered to find the one that 
best classifies real stock information. 

 The purpose of the present research is to explore variance 
in European and Japanese markets’ stocks and examine the 
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performance of three types of ML algorithms to predict stocks 
volatility. This kind of study is of particular importance in 
financial analysis, for example in valuation. The rest of this 
paper is organized as follows: section II introduces methods, 
theoretical foundation, related works and experiments; section 
III presents the results; section IV describes the discussion, 
and finally section V presents the conclusions of the present 
work. 

 

II. METHODS 

A.  ML algorithms description 

  Three types of algorithms were used to have a better 
perspective in the domain of the present analysis: Naïve Bayes 
learning, Artificial Neural Networks (Backpropagation) and 
Decision Trees learning. These three algorithms were chosen 
because of their different natures. Naïve Bayes learning is 
based on a probabilistic approach using Bayes' theorem. In 
spite of the fact that Naïve Bayes learning has a very simple 
mathematical basis, it can be used effectively for solving 
rather complicated problems. An example of the use of Naïve 
Bayes learning was described in [5].  This research showed the 
effectiveness of the Naïve Bayes classifier for the purpose of 
e-mail filtering and spam prevention. 

Another approach uses Artificial Neural Networks, which is 
a kind of “Black Box” algorithm that usually uses a 
nonparametric approach and its performance does not depend 
on a priori or a posteriori knowledge about the area of interest. 
[2] Artificial Neural Networks are widely used in different 
spheres of life due to its useful features and capabilities like 
nonlinearity, input-output mapping, adaptivity, high fault 
tolerance, uniformity of analysis, and design. [6] One of the 
successful practical use of the Neural Network learning is the 
ALVINN system, which allows for the control of an 
autonomous vehicle using the principle of Backpropagation. 
[7] 

Decision Trees learning is based on a “White Box” model 
and uses a predictive analysis. Decision Trees learning has 
been successfully used in many practical applications such as 
MARVIN [11], BACON [12], and INDUCE [13]. These 
systems became classical examples of the successful use of 
Decision Trees for classification tasks. Decision Trees 
learning is widely used because of its high-level of robustness, 
good performance with large data in a short time, and simple 
visualization and interpretation. 

All of the ML techniques described above were used many 
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times in different areas, but research is still needed about their 
application in financial data processing. The nature of 
financial datasets is not completely formalized and certain 
because of social factors, which have a big influence in 
financial analysis. For this reason, the research represented in 
this paper shows how the ML algorithms can be applied to the 
classification of financial datasets and which level of 
efficiency the algorithms can provide.   

B. Datasets description  

Two datasets are used for the classification purposes. Each 
dataset represents the individual financial information for 
European and Japanese companies as of January, 2010. The 
“European Companies” dataset includes the characteristics of 
4788 companies, and the “Japanese Companies” dataset 
includes 3644 companies [14].  

These datasets are considered because they provide a big 
range of characteristic properties. They are used for hidden or 
indirect recognition of relations between features. The 
efficiency of this recognition is one of the basic characteristics 
of the analyzed algorithms. In fact, each algorithm should be 
able to provide an efficient relations’ recognition for correct 
classification. 

The datasets were used to classify stock risk in terms of the 
remaining features. The volatility in the market is measured 
with the non-parametric value of variance in a stock: (High 
price - Low Price)/ (High price + low price). The higher this 
number, the more volatile the stock. 

The financial characteristics belonging to both datasets have 
different levels of correlation between each other. For 
example, “Reinvestment Rate” and “EBIT (1-t)” are related 
directly [14]:  
 

t)-(1 EBIT / in WC) Change+ esExpenditur Capital(Net  

= Ratent Reinvestme
   (1) 

 

Meanwhile, EBIT is directly related to EBITDA (EBITDA 
“estimated by adding depreciation and amortization back to 
operating income (EBIT)” [14]). Thus, there is indirect 
dependency between “Reinvestment Rate” and EBITDA. The 
efficiency of ML algorithms directly depends on their 
possibility to recognize all relations between training 
examples without antecedent knowledge about all economic 
and financial dependencies and consequently maximize the 
number of correctly classified examples. Thus, the given data 
sets represent a good experimental field for testing the 
efficiency of used ML algorithms and analyzing the level of 
dependency between given financial properties.  

 

III. RESULTS (EXPERIMENT DESCRIPTION)  

The experiments were performed over the datasets 
Eurocompfirm.xls and Japancompfirm.xls from Aswath 
Damodaran datasets [14] and applied three different ML 
algorithms: Naïve Bayesian learning, Decision Trees classifier 
and Artificial Neural Networks, as mentioned before.  

The C4.5 algorithm was used for Decision Trees 

classification and Backpropagation for Artificial Neural 
Networks. WEKA classification algorithms available at [15] 
were used for the Neural Networks testing of all the dataset in 
addition to WEKA machine learning workbench traditional 
package that includes the implementation for the Naïve Bayes 
learning and the Decision Trees learning algorithms.  

Each algorithm was tested using 10-fold cross validation 
throughout 10 experiments for the “European companies” and 
“Japanese companies” datasets that tested around 4788 and 
3644 entries respectively. Two phases of experiments are 
considered. The results for the two phases are shown in Fig. 1 
and 2.  

 

Fig. 1. Comparative graph of algorithms’ performance after 10 experiments 
using 10-fold cross validation for each. 

Fig. 2. Comparative graph of algorithms’ performance after training of the 
original datasets. 

A. Description of training performance 

The highest classification accuracy during the training 
phase was achieved using the Decision Trees algorithm. There 
is an accuracy of 89.1% for the “Japanese companies” and 
92.1% - for the “European companies”. The result is 
significantly higher compared to the two other algorithms. The 
performance of the Naïve Bayes algorithm and the Neural 
Networks algorithm are more contradictory. The classification 
of the “European companies” using the Naïve Bayes algorithm 
shows better efficiency (22.5%) than using the Neural 
Network algorithm (13.4%), but there is a reverse situation for 
the “Japanese companies” dataset. The classification of 
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“Japanese companies” using the Naïve Bayes algorithm shows 
much lower efficiency (14.4%) compared to the Neural 
Networks implementation (50.7%). Nonetheless, both 
algorithms show a poor performance when compared with 
Decision Trees learning.  

B. Description of classification performance. 

As expected, the results after applying 10-fold cross-
validation are worse than during the training. The efficiencies 
of all used algorithms were mostly decreased or not changed. 
As mention above, the Decision Trees algorithm gave the 
most significant performance during the training, and it also 
shows the most significant performance decrease after 10-fold 
cross validation. The efficiency decreased from 89.2% to 
59.3% and from 92.1% to 49.5% for the “Japanese 
companies” and the “European companies” datasets 
respectively. The performance of the Naïve Bayes algorithm 
has been improved from 14.4% to 15.5% for the “Japanese 
companies” dataset, but it decreased from 22.6% to 21.7% 
using the “European companies” dataset. Largely, these 
insignificant deviations show good stability of the Naïve 
Bayes algorithm, even though the general performance is not 
high. Also, the performance of the Neural Network algorithm 
does not show any significantly positive changes.  The 
efficiency of the Neural Networks algorithm using the 
“Japanese companies” has been decreased from 50.8% to 
49.2%, and increased from 13.4% to 14.1% for the "European 
companies" dataset, but these differences are not significant 
for both cases. Thus, the most efficient result of classification 
is achieved using the Decision Trees algorithm for both 
datasets.  

C. Analysis  

Fig. 3 and 4 depict algorithm training and testing 
performance comparison. As shown, Decision Trees learning 
shows the biggest difference of classification performance. 
The reason is that Decision Trees learning is a greedy 
approach that chooses the best solutions at hand when 
selecting classification features that are to be used for tests at 
each tree node. The solution is to prune the tree. However, in 

the experiments the learned trees were unpruned and this 
caused a big difference in classification performance.  

Fig. 3. Comparison of training and testing performance for each algorithm in 
the Europe dataset. 

Fig. 4. Comparison of training and testing performance for each algorithm in 
the Japan dataset. 

 
Fig. 5 – 10 depicts the classification accuracy of each 

respective algorithm per experiment. For each experiment 10-
fold cross validation was performed. The figures were 
constructed by using the mean of each experiment.  

EUROPE JAPAN 

Fig. 5. Average of the Naïve Bayes classification accuracy after 10 
experiments for the Europe dataset. 

Fig. 6. Average of the Naïve Bayes classification accuracy after 10 experiments 
for the Japan dataset. 
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Fig. 7. Average of the Neural Networks with Backpropagation 
classification accuracy after 10 experiments for the Europe dataset. 

Fig. 8. Average of the Neural Networks with Backpropagation classification 
accuracy after 10 experiments for the Japan dataset. 

Fig. 9. Average of the C4.5 classification accuracy after 10 experiments for 
the Europe dataset. 

Fig. 10. Average of the C4.5 classification accuracy after 10 experiments for the 
Japan dataset. 

It is important to notice that for the supervised learning (the 
Decision Trees algorithm) the “Risk Measure” feature was 
used as the key-feature (root test) for training and testing using 
WEKA. This feature was also used for the testing process for 
the Neural Networks and the Naïve Bayes algorithms. 
Originally, “Risk Measure” is a numeric feature with values in 
the range from 0 to 1. All “Risk Measure” values were 
classified into five groups giving symbolic names for each 
group. The classification process is described below.  

 

IF “Risk Measure” < 0.2 THEN Risk_Class = "A"  
ELSE  
        IF “Risk Measure” <0.4 THEN Risk_Class = "B"  
              ELSE  
                       IF “Risk Measure” < 0.6 THEN Risk_Class = "C"  
                            ELSE  
                                     IF “Risk Measure” < 0.8 THEN Risk_Class = "D"  
                                           ELSE Risk_Class = "E"  
 

IV. DISCUSSION  

  Several experiments over two datasets and three different 
ML techniques were performed. As shown in the previous 
section, training and testing performance showed fairly 
different results. Isolated training results were in some cases 
better than the testing results because the classification 
obtained by training a ML algorithm can perform well with 

the original training examples, but when testing the trained 
algorithm with different datasets, the performance is not 
always as predicted. For this reason, k-fold cross validation 
was used to have a more realistic measure of how the 
algorithms will perform in real case situations.  

Using k-fold cross validation, performance differed from 
that shown in training; in some cases worsening it. It was 
particularly noticeable for the case of the Decision Trees 
learning, since the classification rate dropped to almost half of 
the original performance. Nonetheless, the Decision Trees 
learning was the technique that performed the best in terms of 
accuracy and also in terms of speed when compared to the 
Neural Networks algorithm. The Neural Network algorithm 
was the technique with the slower execution overall.  

For a better analysis of results the comparison of 10-fold 
cross-validation and 2-fold cross-validation is done, and the 
results are represented in Table I.  

   
Table I. The comparison of testing results using 10-fold/2-fold 

cross-validation 

Algorithm 
JAPAN EUROPE 

10-fold cross-
validation (%)

2-fold cross-
validation (%) 

10-fold cross-
validation (%)

2-fold cross-
validation (%)

Naïve Bayes 15.12 15.53 21.63 21.72 
Decision Trees 59.73 59.05 49.55 50.29 
Neural Net. 42.59 39.18 14.37 14.16 
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 The method of k-fold cross-validation shows the realistic 
outcome of the training process. The results given in Table I 
show the stability of all used ML techniques. Deviations 
between 10-fold cross-validation and 2-fold cross-validation 
results are not significant for all algorithms performed over 
both datasets. Predominantly, the deviation is not bigger than 
1%. This situation means that some changes should be made 
to the parameters of the ML techniques for a better approach. 

Some changes in parameters of the given algorithm should 
be realized to approach the best result of classification using 
Decision Trees learning:  
1) Pruning: turn on the pruning procedure. 
2) Changing of the confidence factor. Changing of the 

confidence factor makes the classification process more 
specific or more general depending on how close the 
training dataset is expected to be regarding the testing 
dataset. The value of the confidence factor should be 
decreased if the training and testing datasets are expected 
to be poorly related to each other. The decreasing of the 
confidence rate means that the tree will be more general. 
The default value of the confidence factor is 0.25. 

3) Considering the subtree raising operator when pruning. It 
is the type of pruning that takes place when the node 
moves from zero-level of the tree up to the root, replacing 
other nodes along its way. It makes the computational 
process more complicated and does not guarantee a better 
approach.   

   
Table II. The description of experiment results over datasets 

using Decision Trees learning 
Experiment’s type 

Classification accuracy (%) 
“European companies” “Japanese companies” 

Original setting 49.55 59.73 
“Pruning used” 49.85 60.027 
“Confidence factor 0.1” 50.89 61.97 
“Subtree raising operator 
not used” 

49.9 59.47 

   
Originally, the Decision Trees algorithm was configured to 

run unpruned trees with a confidence factor of 0.25 in addition 
to the subtree raising operator usage. Table II above shows the 
result under this original setting and additionally it shows the 
result of changing each of these parameters independently. 
These values represent the average of 10 runs (experiments) of 
10-fold cross-validation for each type of experiment.  

As expected, by introducing pruning in the Decision Trees 
learning the classification accuracy value is increased for both 
datasets. Although this value is not significant in this case, the 
pruning process does increase the accuracy of classification. 
Similarly, the decrease in the confidence factor positively 
affects the accuracy performance of the algorithm for both 
datasets. Finally, whether subtree raising is included or not, 
the effect will not predict the utility of this option since for the 
case of the “European companies” dataset the accuracy 
increases while for the case of the “Japanese Companies” 
dataset the accuracy decreases. So it makes the computational 
process more complex, but it does not guarantee a better 
approach.  

 The decreased number of features, those which are the 
most discriminative, were taken for classification of the 
“European companies” dataset using the Decision Trees 
Learning based on 10-fold cross-validation. The purpose of 
this approach is to better classify the dataset. The results are 
represented in table III.  

 
Table III. Classification results of the “European 

companies” dataset using the Decision Trees learning. 
Number of 
features 

% of correctly classified % of incorrectly classified 

13 50.52 49.47 
7 53.01 46.99 

 
The experiments’ results given in table III show 

approximately the same outcome as for the 59-feature 
classification. It proves the stability of the Decision Trees 
learning and may show that the used datasets are noisy or the 
real dependencies between the analyzed financial features are 
weak. 

 

V. CONCLUSION 

During the project three different ML techniques were 
analyzed over two datasets. This analysis included detailed 
comparison of classification efficiency of used techniques. K-
fold cross-validation was realized using each ML technique 
over each dataset.  

The “Risk Measure”-feature is used for training and testing 
purposes in supervised learning (Decision Trees learning) and 
for testing purpose in the unsupervised techniques (Naïve 
Bayes learning and Artificial Neural Networks). The main 
interest is to analyze how the ML technique can learn to 
recognize the real economic relations and make the 
classification based on this information.   

 It was determined that the Decision Trees algorithm gives 
the best classification accuracy. Modification of its parameters 
was realized to get insights through a deeper analysis of this 
algorithm. The particular datasets under study were non 
Gaussian and noisy. The Decision Trees learning showed not 
only the best results but also the most homogeneous results 
throughout the entire experimental study. 

Based on these initial results, obtained from the comparison 
of ML methods of the different natures, a deeper analysis of 
relations between real economic dependencies and the results 
of classification was performed using the seven and thirteen 
most discriminative features. In addition to the fact that stock 
behavior is rather stochastic, possible explanations for the 
results of this analysis are that the used datasets are noisy and 
that the real financial dependencies between the considered 
features are weak.  

Future work is still needed to address the impact of noisy 
features in the low feasibility of ML methods to analyze these 
datasets. The reason for this is because it can explain whether 
the dataset itself has any implication in the low performance 
of ML methods. 
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