Abstract-In this paper, we introduce a soft vector quantization scheme with inverse power-function distribution, and analytically derive an upper bound of the resulting quantization noise energy in comparison to that of typical (hard-deciding) vector quantization.

We also discuss the positive impact of this kind of soft vector quantization on the performance of machine-learning systems that include one or more vector quantization modules. Moreover, we provide experimental evidence on the advantage of avoiding over-fitting and boosting the robustness of such systems in the presence of considerable parasitic variance; e.g. noise, in the runtime inputs. The experiments have been conducted with two versions of one of the best reported discrete HMM-based Arabic OCR systems; one version deploying hard vector quantization and the other deploying our herein presented soft vector quantization. Test samples of real-life scanned pages are used to challenge both versions; hence the recognition error margins are compared.

Index Terms-Machine Learning, Over-fitting, Quantization Noise, Soft Vector Quantization.

I. INTRODUCTION

Given a codebook of centroids $\mathbf{C}_i \in \mathbb{R}^n; 1 \leq i \leq L$, vector quantization (VQ) is a fundamental signal processing operation that seeks to attribute a given point $\mathbf{q} \in \mathbb{R}^n$ to one of those centroids $\mathbf{C}_i$, according to some optimization criterion. [4] Typical VQ deploys the minimum-distance criterion that:

$$q \xrightarrow{VQ} i_0 : i_0 = \arg \min_{v \leq j \leq L} \{d(q, C_j)\} \quad (1)$$

...where $d(q_1, q_2)$ is any legitimate distance measure between $q_1, q_2 \in \mathbb{R}^n$. The quantization noise energy due to this operation is given by:

$$e_{VQ}^2 = \min_{v \leq j \leq L} \left(d(q, C_j)\right)^2 \quad (2)$$

The total quantization noise energy over a population of points $\mathbf{s}$ in this space of size $s$ versus that codebook of centroids $[4, 7, 10]$ is hence given by:

$$E_{VQ}^2 = \sum_{i=1}^{s} \min_{v \leq j \leq L} \left(d(q, C_j)\right)^2 \quad (3)$$

VQ in the form of eq. (1) is a hard-deciding operation following the winner-takes-all policy which may not be quite fair especially with rogue points which are almost equidistant from more than one centroid in the codebook. [10, 13, 17] With machine-learning systems that include a hard-deciding VQ module, the quantized observations (or observation sequences) corresponding to some inputs during the training phase may be significantly different from those corresponding to the same inputs in the runtime that may have only experienced just a slight variance in the observation space! Regardless to the deployed machine-learning methodology, that difference will inevitably cause some deterioration in the performance of such systems.

In order to boost the robustness of the run-time performance in the presence of all kinds of variances; e.g.
noise, in the inputs to these systems, soft VQ is proposed so that there is a non-zero chance of the belonging of any given point to each centroid in the codebook. Intuitively, the closer is the point to some centroid than the other ones in the codebook, the higher is the probability of the attribution of this point to that centroid.

Soft VQ in this sense will *shake up* the over-fitting of the training by introducing smoother and more expressive distributions of quantized observations in the statistical learning models, which will in turn be more capable to coping with run-time variances than those resulting from hard-decision VQ.

Formally, soft VQ may in general be formulated as:

\[
P(q \rightarrow \text{softVQ} \rightarrow i) = \frac{f(d(q, c_i))}{\sum_{j=1}^{L} f(d(q, c_j))} = \frac{f(d_i)}{\sum_{j=1}^{L} f(d_j)}
\]

(4)

The function \( f(d_i) \) must obey the following conditions:

1. \( f(d_i) \geq 0 \) \( \forall d_i \geq 0 \)
2. \( f(d_i) \) is continuous \( \forall d_i \geq 0 \)
3. \( f(d_i) \) is a monotonically decreasing function \( \forall d_i \geq 0 \)
4. \( d_i = 0 \Rightarrow P(q \rightarrow \text{softVQ} \rightarrow i) = 1 \land P(q \rightarrow \text{softVQ} \rightarrow j \neq i) = 0 \)

It is crucial to note that the quantization noise energy due to the soft VQ of each given point \( q \) is given by:

\[
e_{\text{softVQ}}^2 = \sum_{j=1}^{L} (d_j^2 \cdot P(q \rightarrow \text{softVQ} \rightarrow i)) = \sum_{j=1}^{L} \left(\frac{d_j^2 \cdot f(d_j)}{\sum_{j=1}^{L} f(d_j)}\right)
\]

(5)

In eq. (5): each \( d_j^2 \geq (d_{min}^2 = d(q, c_j)^2) \forall j, 1 \leq j \leq L \) is weighted by probabilities \( \geq 0 \), and together with eq. (2) and eq. (3), we conclude:

\[
e_{\text{softVQ}}^2 \geq e_{\text{softVQ}}^2 \Rightarrow r = \frac{e_{\text{softVQ}}^2}{e_{\text{softVQ}}^2} \geq 1 \Rightarrow \frac{E_{\text{softVQ}}}{E_{\text{NO}}} \geq 1
\]

(6)

This means that the price we pay for soft VQ is a higher harmful quantization noise energy, which in turn indicates the necessity to compromise that price with the gains of avoiding over-fitting for a more robust performance to inputs’ variance.

The inverse power-function distribution for soft VQ is defined in the next section of this paper, and then section III is devoted to a detailed analytic investigation of the quantization noise energy resulting from this distribution relative to that of the typical hard VQ.

In section IV, the experimental setup with a discrete HMM-based Arabic OCR is described, and the experimental results are analyzed to see how good they match our claims on the benefits of our proposed soft VQ scheme for machine learning systems with one or more VQ modules.

II. INVERSE POWER-FUNCTION BASED SOFT VQ

In addition to satisfying the four conditions mentioned above, it is much desirable for the design of the function \( f(x) \) to have the following features:

1. Simplicity.
2. Having tuning-parameters that control the probability attenuation speed with increasing distance.
3. Minimum \( \alpha_{avg} \) over all the possible instances of \( q_i \).

While its realization of the third desirable feature is subject to a detailed analysis over section III, the inverse power-function realizes all the necessary conditions and the first two desirable features above. It is defined as:

\[
f(d_i) = d_i^{-m}; m > 0
\]

(7)

III. NOISE ENERGY OF OUR SOFT VQ vs. HARD VQ

Substituting the formula of eq. (7) in eq. (5) gives:

\[
e_{\text{softVQ}}^2 = \sum_{j=1}^{L} \left(\frac{d_j^2}{d_{\text{min}}^m}\right)
\]

(8)

...then substituting (2) and (8) in (6), we get:

\[
r = \frac{e_{\text{softVQ}}^2}{e_{\text{NO}}^2} = \frac{\sum_{j=1}^{L} \left(\frac{d_j^2}{d_{\text{min}}^m}\right)}{\sum_{j=1}^{L} \left(\frac{d_j^2}{d_j^m}\right)}
\]

(9)

Let us define:

\[
\alpha_j = \frac{d_{\text{min}}}{d_j} \leq 1; \alpha_j \in [0,1]
\]

(10)

...then eq. (9) can be re-written more conveniently as:

\[
r = \frac{1 + \sum_{j=1}^{L} \alpha_j^{m-2}}{1 + \sum_{j=1}^{L} \alpha_j^m}; 1 \leq j \leq L
\]

(11)

For \( 0 < m < 2 \); it is obvious that the numerator grows indefinitely faster than the denominator for arbitrarily infinitesimal values of some \( \alpha_j; j \in \Omega \subset \{1,2,...,L\} \) so that:

\[
\lim_{\alpha_{\text{min}} \rightarrow 0 \& \alpha_{\text{max}} \rightarrow \infty} \frac{r}{\alpha_{\text{min}}^{m-2}} \leq \lim_{\alpha_{\text{min}} \rightarrow 0 \& \alpha_{\text{max}} \rightarrow \infty} \left(\frac{1 + \sum_{j=1}^{L} \alpha_{\text{min}}^{m-2}}{1 + \sum_{j=1}^{L} \alpha_{\text{max}}^m}\right)
\]

(12)

\[
= \frac{1 + \omega \cdot \lim_{\alpha_{\text{min}} \rightarrow 0 \& \alpha_{\text{max}} \rightarrow \infty} \left(\frac{1}{\alpha_{\text{min}}^{m-2}}\right)}{1 + \omega \cdot 0} = \frac{1 + \infty}{1 + 0} = \infty; \omega = \text{SizeOf}(\Omega)
\]
This result necessitates the avoidance of the interval of $0 < m < 2$ as the unlimited growth of the soft quantization noise will be enormously devastating to whatever machine learning process!

For $m = 2$; eq. (11) reduces into:

$$ r_{m=2} = \frac{L}{1 + \sum_{j=1}^{j=L}} \alpha_j^{m-2} \quad \text{if} \quad 1 \leq j \leq L \quad \text{(13)} $$

...and one can easily guess that:

$$ \max (r_{m=2}) = \lim \limits_{\alpha_j \rightarrow 0; \forall j \leq L} (r_{m=2}) = L \quad \text{(14)} $$

As the size of the codebook used with non-trivial problems is typically a large number, the worst case of eq. (14) still indicates a huge soft quantization noise that can ruin machine learning esp. as that worst case happens at the dominant situation of point so close to one centroid only and far from the others!

For $m > 2$; considering eq. (10), the following three special cases of eq. (11) can easily be noticed:

$$ \lim \limits_{m \rightarrow \infty} \frac{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})}{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})} = \frac{1 + (L-1) \cdot 0}{1 + (L-1) \cdot 0} = 1 \quad \text{(15)} $$

...which shows that the quantization noise energy of our proposed soft VQ with the power $m$ growing larger is approaching the one of the hard-deciding VQ, however its distributions are turning less smooth and more similar to those of the hard-deciding VQ.

$$ \lim \limits_{q \rightarrow \infty; \forall j \leq L} \frac{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})}{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})} = \frac{1 + (L-1) \cdot 1}{1 + (L-1) \cdot 1} = 1 \quad \text{(16)} $$

...which occurs only when $q = L_i$.

$$ \lim \limits_{\alpha_j \rightarrow \infty; \forall j \leq L} \frac{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})}{1 + \sum_{j=1}^{j=L} (\text{lim} \alpha_j^{m-2})} = \frac{1 + (L-1) \cdot 1}{1 + (L-1) \cdot 1} = 1 \quad \text{(17)} $$

...which occurs when $d(q, L_i)$ is exactly the same $orall i; 1 \leq i \leq L$.

Only for these special cases $r = 1$ otherwise $r > 1$. It is crucial to calculate the maximum value of $r$; i.e. the worst case, which is an upper bound of the ratio between the total quantization noise energy of the proposed soft VQ to that of the conventional hard-deciding VQ.

To obtain $r_{\max}$, the $(L-1)$-dimensional sub-space within $\alpha_{j \neq i} \in [0,1] \forall j \leq i \leq L$ has to be searched for those $\alpha_{j \neq i}$ where that maximum is realized. This can be done analytically by solving the following set of $(L-1)$ equations:

$$ \frac{\partial r}{\partial \alpha_i} \bigg|_{\forall \alpha_i \neq 0} = 0; 1 \leq k \leq L \quad \text{(18)} $$

For the sake of convenience, let us re-write eq. (11) as:

$$ r = \frac{A_k + \alpha_k^{m-2}}{B_k + \alpha_k}; A_k = 1 + \sum_{j \neq i} \alpha_j^{m-2}, B_k = 1 + \sum_{j \neq i} \alpha_j^{m} \quad \text{(19)} $$

Then:

$$ \frac{\partial r}{\partial \alpha_k} \bigg|_{\forall \alpha_k \neq 0} = \frac{(m-2) \cdot \alpha_k}{A_k + \alpha_k} = \frac{m \cdot \alpha_k}{m \cdot \alpha_k} \quad \text{(20)} $$

...that reduces into:

$$ A_k + \alpha_k \bigg|_{\forall \alpha_k \neq 0} = (m-2) \cdot \alpha_k \quad \text{(21)} $$

In order for eq. (21) to hold true, all $\alpha_k$ must be equal so that:

$$ \alpha_k = \alpha \bigg|_{\forall \alpha_k \neq 0} \quad \text{(22)} $$

...that reduces eq. (19) into:

$$ A = 1 + (L-2) \cdot \alpha, B = 1 + (L-2) \cdot \alpha \Rightarrow $$

$$ r_{\max} = \frac{A + \alpha}{B + \alpha} = \frac{1 + (L-1) \cdot \alpha}{1 + (L-1) \cdot \alpha} = \frac{m-2}{m} \cdot \alpha \quad \text{(23)} $$

Re-arranging the terms of (23), we get the polynomial equation:

$$ \alpha + \left( \frac{m}{2} \cdot \frac{1}{L-1} \right) \cdot \alpha^2 - \frac{m-2}{2} \cdot \frac{1}{L-1} = 0; \quad \text{(24)} $$

$m > 2, L \geq 2, \alpha \in [0,1]$

For any $m > 2$ that is an even number, eq. (24) can be shown to have one and only one real solution in the interval $\alpha \in [0,1]$ through the following three-step proof:
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1. Put $\beta = \alpha \cdot c = \frac{1}{L-1}$, and re-write eq. (24) as:
\[
g(\beta) = \frac{m^2}{2} \cdot \frac{m}{2} \cdot \beta - \frac{m}{2} \cdot c = 0
\]
And the solution in this case is:
\[
g(\beta) = 0 = -\frac{m}{2} \cdot \frac{1}{L-1} < 0
\]
\[
g(\beta) = 1 = \frac{2 \cdot L - 2 + m \cdot m}{2 \cdot (L-1)} = \frac{L}{L-1} > 0
\]
\[
\therefore g(\beta) \text{has roots } \in [0, 1]
\]
\[
\therefore \frac{d g(\beta)}{d (\beta)} = \frac{m \cdot \beta^{m-1} \cdot (m-1)}{2 \cdot (L-1)} > 0
\]
\[
\therefore g(\beta) \text{is a monotonically increasing function.}
\]

2. From steps 2 & 3, $g(\beta)$ has only one root $\in [0, 1]$. A closed-form solution of eq. (24) is extractable only for $(\frac{m}{2}) \in \{2, 3, 4, 5\}$.

When $m=4$, for example, eq. (24) turns into essentially a quadratic equation of the form:
\[
\beta^2 + 2 \cdot c \cdot \beta - c = 0
\]
\[
\therefore \beta = \alpha^2 = -2 \cdot c \pm \frac{\sqrt{4 \cdot c^2 + 4 \cdot c}}{2} = \sqrt{c^2 + c} - c
\]
And the solution in this case is:
\[
\frac{\alpha^2}{m=4} = \frac{\sqrt{L-1}}{L-1}, \quad r_{\text{max}}|_{m=4} = \frac{1}{2} \cdot \frac{L-1}{L-1}
\]
\[
\lim_{L \to \infty} \frac{\alpha^2}{m=4} = \frac{1}{\sqrt{L}}, \quad \lim_{L \to \infty} r_{\text{max}}|_{m=4} = \frac{1}{2} \cdot \sqrt{L}
\]
\[
\alpha^2 \quad \alpha^2 \quad \alpha^2
\]
\[
\text{max} \quad \text{max} \quad \text{max}
\]
\[
\alpha^2 = \frac{2 \cdot L}{m-2}, \quad r_{\text{max}} = \frac{m-2}{m} \left( \frac{2 \cdot L}{m-2} \right)^{\frac{1}{2}}
\]

3. For $(\frac{m}{2}) > 5$, one can only derive an expression for $\alpha^2$ and $r_{\text{max}}$ with any even degree $m$ at $L \to \infty$; i.e. with a large code book. From eq. (25) and eq. (26) one can guess the generalization that:
\[
\lim_{L \to \infty} \frac{\alpha^2}{L |_{m=6}} = \frac{\sqrt{L}}{L}, \quad \lim_{L \to \infty} r_{\text{max}}|_{m=6} = \frac{2}{3} \cdot \sqrt{L} \quad \text{(26)}
\]

...which confirms the validity of eq. (27) as an approximation at $L \gg 1$. Table 1 below summarizes the expressions of $\alpha$ and $r_{\text{max}}$ with large codebooks.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\lim_{L \to \infty} \frac{\alpha}{L}$</th>
<th>$\lim_{L \to \infty} r_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.354</td>
<td>\frac{L}{2}</td>
</tr>
<tr>
<td>4</td>
<td>0.177</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>0.354</td>
<td>5.333</td>
</tr>
<tr>
<td>8</td>
<td>0.149</td>
<td>6.720</td>
</tr>
</tbody>
</table>

Table 1: Noise energy for soft VQ with a large codebook
Fig. 1 below illustrates the simplest case of application of our proposed soft VQ scheme with a codebook of 2 centroids only: $\mathcal{C}_1, \mathcal{C}_2 \in \mathbb{R}^1$ with different values of the power $m \in \{2, 4, 6\}$. The figure shows in each case the probability distributions of the belonging of any point in this 1D to both centroids. Fig. 2 is a zoom-in on the narrower interval around the two centroids in fig. 1. It is clear that with higher values of the power, the probability distribution gets sharper and more similar to those of hard VQ.

Fig. 1: Probability distributions of the proposed soft VQ with two-centroid codebook with different value of the power $m$.

Fig. 2: A zoom-in on fig. 1 to focus on the interval around the two centroids.
Fig. 3 below illustrates the curve of eq. (11) with $L = 1024 >> 1$ at different even values of the power $m$.

It is clear that $r_{\text{max}}$ gets lower with increasing values of $m > 2$ in accordance with eq. (27).

![Graph showing quantization noise energy of the proposed soft VQ compared with that of hard VQ with different values of the power $m$.]

**IV. EXPERIMENTAL SETUP AND RESULTS**

In this section, we present the experimentation we conducted to attest the benefits we claimed - in the introduction above - of our proposed soft VQ for machine-learning systems that include a VQ module. The tough problem of font-written Arabic OCR has been selected for this challenge [2] that many groups have been trying to tackle since 3 decades! It is evident in the literature that the most effective methodology for dealing with this problem is the HMM-based one as Arabic is a cursive-scripted language. [1, 3, 5, 6, 11, 12, 15, 16] Among the many attempts made in this regard, we have selected the one that is reported with best performance to experiment with, esp. as its trainer and recognizer are discrete HMM-based and obviously deploy a VQ module. [1, 5, 16]

We setup two versions of this discrete HMM-based Arabic OCR system with $L = 2,048$: one with hard-deciding VQ, and the other with our proposed soft VQ with $m = 8$. Then we challenged both versions with two sets of test data: assimilation test data and generalization test data.

Assimilation test data consists of 5 test pages for each font/size that the system has seen upon its training phase. Of course the pages themselves are different than the ones used for training, however, they are written in fonts/sizes that the system experienced upon its training.

Moreover, these assimilation test pages are produced in the same conditions as the training ones; i.e. LASER-printed and scanned at 600 dpi. This sets up the favorable runtime conditions of least runtime variance from the training conditions.

Generalization test data, on the other hand, are sample pages selected randomly from some paper-books that are scanned also at 600 dpi. Obviously, there is no control on the fonts/sizes used in these pages. The tilting distortion and the printing noise are also quite apparent. Of course, this sets up the less favorable runtime conditions of more considerable variance from the training conditions.

Table 2 below gives the measured word error rate (WER) of each version with each test data set.

<table>
<thead>
<tr>
<th>WER of Assimilation Test</th>
<th>WER of Generalization Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard VQ</td>
<td>Soft VQ</td>
</tr>
<tr>
<td>3.08%</td>
<td>3.71%</td>
</tr>
<tr>
<td>16.32%</td>
<td>13.98%</td>
</tr>
</tbody>
</table>

While the OCR version with hard VQ produced a smaller WER than the version with soft VQ with the assimilation test, the soft VQ version outperformed the hard VQ version with the generalization test.

---

As the models built upon training of the hard VQ version were more over-fitted to the training data than those built with soft VQ, it was easier for the former one to recognize the “similar” inputs from assimilation test data with a narrowerWER. On the other hand, the more “flexible” models built with soft VQ were more capable to absorb the much more variance in the inputs from the generalization test data than those built with hard VQ.

This observed behavior nicely matches our theoretical claims on the positive impact of our proposed soft VQ on machine-learning systems as mitigating over-fitting and rendering their performance more robust with runtime variances such as noise.

V. CONCLUSION

In this paper, we have discussed the virtues of soft vector quantization over the conventional hard-deciding one, and then proposed a soft vector quantization scheme with inverse power-function distributions. The quantization noise energy of this soft VQ compared with that of hard VQ is then analytically investigated to derive a formula of an upper bound on the ratio between the quantization noise energy in both cases.

To attest our claims on the advantages of the proposed soft VQ for machine-learning, we have experimented with one of the best reported discrete HMM-based Arabic OCR systems.

We setup two versions of the OCR system: one with the conventional hard VQ and the other with the proposed soft VQ. We then challenged each version with two sets of test data; assimilation test data and generalization test data.

While the OCR version with hard VQ realized a smaller word error rate than the version with soft VQ with the assimilation test, the latter outperformed the former one with the generalization test. These results nicely match our claimed positive impact of our proposed soft VQ on machine-learning systems as mitigating over-fitting and rendering their performance more robust with runtime variances; e.g. noise.
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