
 
Abstract—Neural network is a tool in the solution of control 

problems. Thanks to their capacity for learning it is possible to 
train neural networks to recognize different patterns. The 
patterns involve diverse conditions of operation under which 
the system must be trained to be able to make the decisions to 
control the system or process. One of the methods of neural 
network simulation is digital design. We begin from a neuron 
design, and then we simulate the neural network that can be 
applied to the control process. The schematic design of logic 
circuits allows investigation of the circuit behavior and 
verification that the circuit fulfills the desired goals. 

 
Index Terms—LIRA neural classifier, logic circuits, neural 

networks, neuron.  
 

I. INTRODUCTION 

This article is devoted to development and digital 
implementation of the LIRA neural classifier. The digital 
design is based on the boolean algebra [1]. It might be 
defined as a set of elements, operators and a number of 
axioms [2]. There are simplification methods of boolean 
expressions that allow us to reduce these expressions in a fast 
and easy way [3] – [5]. 

The design of an electronic model of a single neuron and 
the investigation of some of its dynamic behavior is a very 
interesting and important element in neural network 
development. It allows us to verify if the model complies 
with the objective set in neural network research. In 
particular, how the neuron model presents the dynamical 
behavior. The electronic neuron can commute between, at 
least, two different kinds of oscillatory behavior [6]. For 
example, the model is integrative as a leaky integrator below 
the threshold level and shoots when it reaches that level; then 
the neuron’s potential performs in a similar way to an 
integrate and fire model. As a consequence of this, the neural 
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response can be formed with different combinations of spikes 
and pulses [7]. 

The neuron model is a basic processing element of 
computational neural networks [8], [9]. Computational 
ability and biophysical reliability are two focuses of interest 
for researchers in these two different areas, and it’s clear that 
new insights into either of these aspects would inevitably 
benefit both. The current generation of artificial neural 
networks found in both areas makes use of highly simplified 
models of neurons, such as summation–and–firing models 
[10]. Many researchers believe that the complicated dynamic 
behavior and advanced functions of a neural network system 
are primarily the result of collective behaviors of all involved 
neurons, and are less relevant for the operational detail of 
each processing element [11] – [13]. 

Several neural networks paradigms are being developed in 
CCADET, UNAM. They can be used to solve diverse 
problems. Some of the most interesting paradigms are RSC 
(Random Subspace Classifier), LIRA (LImited Receptive 
Area) and PCNC (Permutative Coding Neural Classifier) 
neural classifiers [14]. Image recognition tasks, for example, 
handwritten digits recognition, human face recognition, form 
and texture recognition in micromechanics are some 
problems which can be solved with neural classifiers [15] – 
[17]. 

 

II. LIRA NEURAL CLASSIFIER 

In this article we will describe the LIRA neural classifier. 
The LIRA classifier is based on Rosenblatt perceptron 
principles [18]. Two variants of the LIRA classifier were 
proposed: LIRA_binary and LIRA_grayscale. The first one 
is used for recognition of binary (black-and-white) images 
and the second one is used for recognition of grayscale 
images [15]. Some changes in perceptron structure, training 
and recognition algorithms were made. The algorithm of 
LIRA classifier consists of the stages shown in Fig. 1. The 
LIRA classifier contains three layers of neurons. The first 
S-layer corresponds to the retina which, in technical terms, 
corresponds to the input image (Fig. 2). The second A-layer 
(associative layer) corresponds to the feature extraction 
subsystem. And the third R-layer corresponds to the system 
output; each neuron of this layer corresponds to one of the 
output classes. For example, in the handwritten digit 
recognition task this layer contains 10 neurons corresponding 
to digits 0,…, 9. 
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Fig. 1. Stages of the LIRA classifier algorithm 

The connections between S and A layers are established 
using a random procedure and cannot be changed during the 
experiments with the neural classifier. They have the weights 
0 or 1. Each neuron of the A-layer has connections with all 
neurons of the R-layer. Initially, the connection weights are 
set to 0. The weights are modified during the LIRA training. 
The rule of weights modification slightly different from 
Rosenblatt’s one was used. The latest modifications are 
related to the rule of the winner selection in the output 
R-layer. 

 
Fig. 2. LIRA classifier structure 

The first stage is an image input. The image has a 
rectangular form with dimensions H × W (Fig. 2). The S layer 
corresponds to the image and it is the system input layer. This 
layer, also called retina, has a set of neurons connected to the 
associative A-layer. Each pixel of the input image 
corresponds to a neuron in the S-layer. It is necessary to 
enumerate all these neurons in S layer. The total number of 
them is N = H × W. The h × w window is generated, which 
has random connections with the A-layer. A random selection 
is made from [1, M], where M = h × w. 

In Fig. 2 four random connections for one window of h × 
w to one A-layer neuron are shown. Among these four 
connections there are two connections of excitation (marked 
by an arrow) and two connections of inhibition (presented by 
a circle). The excitation connections increase the activity of 
the respective neuron, and the inhibition ones decrease this 
activity. 

In this way we will generate all the connections between 
the S and A neurons. All windows may have different size (h 
≠ w), or a particular case can be applied, they may have the 
same size (h = w). They can be superimposed. A different 
criterion can be applied in the case of size and form of the 
windows generated in the retina. 

In Fig. 2, the dx and dy distances are random numbers 
selected from [0, W - w] and [0, H - h], respectively. 

To increase the speed of the neural network training we 
decided to simulate them with electronic circuits. Simulation 
of a digital neuron is the first step in the schematic design of 

neural networks. A description of a neuron model and its 
schematic design is presented below. 
  

III. IMPLEMENTATION OF THE NEURON 

Fig. 3 shows the neuron model. Two inputs groups are 
included: two ON neurons, and two OFF neurons; and a 
threshold Th, which controls the S output activity. 

 

Fig. 3. Neuron model 

Neuron digital implementation with Altera Max plus II 
software includes an adder designing to operate with 
excitation inputs, ON neurons, and another one to operate 
with inhibition inputs, OFF neurons. The adders use one bit, 
because the inputs to be added have 1 bit, (in accordance with 
the model shown in Fig. 3). Fig. 4 shows the design of the 
neuron with basic gates. For the ON neuron adder, an EX-OR 
gate is used ( S0 addition), and an AND gate for C0 overflow, 
that is, S0 = O0 XOR O1, and C0 = O0 AND O1, where O0, and 
O1 are the two ON neuron inputs. 

For OFF neurons the process is similar, so, summing up, 
S1 = O2 XOR O3, and C1 = O2 AND O3 are obtained, where O2 
and O3 are OFF neuron inputs, and the gates array is also 
shown in Fig. 4. The design is the same, only the input and 
output subscripts of the circuit have changed. 

To realize the inhibition process a subtracter is designed. 
The subtracter has two two-bit inputs. In Fig. 4 the first part 
of the subtracter is shown, S0 minus S1. R2 = S0 XOR S1, and 
C2 = Ŝ0 AND S1, the “^” is a negation symbol. In the second 
part of the subtracter, C2 is overflow. Fig. 4 also shows this 
part of the subtracter with carry in the subtraction process: R3 
= C0 XOR (C1 XOR C2) and C3 = [Ĉ0 AND (C1 XOR C2)] OR 
(C1 AND C2). 

During the inhibition process a result is compared with 
threshold, Th. A comparator circuit is designed. R3 and R2 are 
subtracter outputs, which will be compared with the 
threshold value, denoted Th, compounded with Th1 and Th0, 
because R has a two-bit structure. This comparator has the S 
output, which will be high, S = 1, if the subtraction result is 
bigger than or equal to the threshold value, this means, R ≥ 
Th. Otherwise, it will be zero. The result is: S = [R3 AND (R2 
OR Tĥ0)] OR [Tĥ1 AND (R2 OR R3)] OR (Tĥ1 AND Tĥ0), the 
“^” symbol implies variable negation. In Fig. 4 the circuit that 
defines the comparison process between the resulting 
subtraction value and the threshold is shown. 

The experiments with the neuron model demonstrated the 
possibility to implement the LIRA neural classifier with the 
Altera University Program Design Laboratory Package. 
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Fig. 4. Model design of the neuron 

 
Fig. 5. LIRA for two classes 

Class 2 

Class 1 
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IV. LIRA NEURAL CLASSIFIER IMPLEMENTATION FOR TWO 

CLASSES 

A simple version of LIRA structure for two classes with 
Altera was implemented. Fig. 5 shows the electronic circuit 
for the implementation of the two-class LIRA neural 
classifier. The circuit contains two structures. Every structure 
has 8-bit inputs, da[7..0] and db[7..0]. The circuit is designed 
for excitation calculation Ei, where i = 0, 1, and for the 
maximum excitation calculation Emax. Each structure 
simulates an output neuron, and maximum excitation shows 
the class under recognition. 

The clock frequency is equaled to 25.125 MHz. The 
calculation process is parallel, that is why clk is applied to the 
both structures. When we = 1, data writing is in process, and 
blocks any operation, so zero data is shown in output. If we = 
0, structures calculate the excitations, and determine the 
maximum excitation Emax. There are two data channels, one 
for data input and other for a “1”. When sel = 0, excitation 
calculation is performed with input data, when sel = 1, 
calculation is performed with fixed data “1”. The last case is 
for situation when there is no Emax, so it is necessary to force 
both classes to present an active Ei value. The calculation 
stops when any class is found. 

To find the maximum value in the excitations Ei (Fig. 5) it 
is important to find significant bit (q16). Both classes have 
the same internal structure, so they have the same q16 output, 
they are named q0 and q1, and they will stop the addition 
process, when the maximum excitation value is obtained. It 
means, they show what neuron has the maximum excitation, 
pointing to the winner class; q0 represents class 1, and q1 
represents class 2. 

The ENCODER (Fig. 5) determines the structure with 
maximum excitation, showing the class number. 

 

V. RESULTS 

The circuit of the LIRA neural classifier for two classes 
was simulated with the Altera University Program Design 
Laboratory Package. In Fig. 6 the Altera board during the 
first class recognition is presented. 

 
Fig. 6. The first class recognition 

In Fig. 7 the second class recognition is presented. 

 
Fig. 7. The second class recognition 

The results obtained during these experiments are 
explained. The simulations are presented in Fig. 8 and Fig. 9. 

Fig. 8 shows db[7..0] data input with a constant value FF. 
The signal sel = 0. Data from data input da[7..0] is with 
constant value 00. The continuous addition of FF gives result 
bigger than the 16-bit adder size. This indicates a maximum 
value, and enables q0 pin, related to class 1. The ENCODER 
presents the class 1 as the class with maximum excitation. 

Fig. 9 shows db[7..0] data input with a value 00 and 
da[7..0] has constant value FF. The signal sel = 0. The 
continuous addition of FF forces to an excessive result, 
bigger than the 16-bit adder size. This indicates a maximum 
value, and enables q1 pin, related to class 2. The ENCODER 
presents the class 2 as the class with maximum excitation. 

 
Fig. 8. Recognition, class 1 

 
Fig. 9. Recognition, class 2 

VI. CONCLUSION 

The digital circuit of the neuron model was schematically 
designed and implemented. When the input signals are 
applied, this logic array adds them, and then inhibits them 
with the subtracter, applying comparison with the threshold. 
This threshold defines if the neuron is in inactive or active 
state. The software has allowed us to structure and to 
implement the logic circuit that simulates the neuron 
behavior. This step helps us to realize the implementation of 
the LIRA neural classifier. 
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The digital electronic circuit of the two-class LIRA neural 
classifier was also schematically implemented. The 
simulations demonstrate the correct output for the both 
classes, when the input signals are applied. This digital 
electronic array calculates maximum excitation Emax, the 
winner neuron class. The same software has allowed us not 
only to implement the electronic schematic but also to 
simulate their behavior. 

The contribution of this work is to demonstrate that the 
LIRA neural classifier can be implemented in a 
programmable logic device, and can be used in control 
systems based on image recognition. 
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