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Abstract - One of the hottest research areas in recent years is detecting network intrusion patterns in computer networks. Because of dynamic nature of intrusion patterns in networks, intelligently inspecting the behavior of networks and detecting anomalies are mostly desirable. KDD-Cup99 pattern database are used as a standard source of network packets in our research. K-mean, Bayesian method and Support Network Machine (SVM) are used as anomaly detectors. Results show the superiority of SVM over other two methods regarding the accuracy of classifying patterns into normal packets and suspicious ones. It can be concluded that using high dimensional pattern recognition methods have reasonable competence in detecting attack patterns in computer networks.
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I. INTRODUCTION

With the development of complicated networks and specially Internet technology, security of the networks has become one of the major issues in designing the networks [1]. Availability of comprehensive and rich information sources for the various ways of destructive attacks motivates more hackers to use simple operations in performing fatal attacks [2-5]. It is supposed that the amount of hacking attacks is growing 10 times per year [6] and this makes the security of computer networks a critical topic.

Traditional methods for enforcing security in networks such as VPN, firewall or encryption methods suffer from their static nature and cannot be adapted to the dynamic nature of the attacks.

That is, the attack data packets, often don’t follow a pre specified well known pattern format. Rather, regarding the type of attack and the severity of attacker, its format varies. This dynamic nature of attack types motivates researchers to develop new methods in detecting intrusion packets [1-2, 7-8]. A network intrusion detection system has the responsibility of monitoring traffic on the network, modeling the normal an abnormal behavior of it and regarding this model, to issue an alarm when detecting any data packet which matches the abnormal state of the model [8].

Three different classification methods are used in this paper to classify data packets into normal or abnormal ones. According to our sample data set, the abnormal packets are also divided into 4 different groups [9]. This categorization has been done based on the type of attacks as:

- Denial of Service Attack (DoS): is an attack in which the attacker makes some computing or memory resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine.
- User to Root Attack (U2R): is a class of exploit in which the attacker starts out with access to a normal user account on the system (perhaps gained by sniffing passwords, a dictionary attack, or social engineering) and is able to exploit some vulnerability to gain root access to the system.
- Remote to Local Attack (R2L): occurs when an attacker who has the ability to send packets to a machine over a network but who does not have an account on that machine exploits some vulnerability to gain local access as a user of that machine.
- Probing Attack: is an attempt to gather information about a network of computers for the apparent purpose of circumventing its security controls.

For each packet of data, there are 41 various characteristics of them in the database which are used as
features in classifying packets into 5 different groups (1 group for normal packets and 4 groups for attacks).

Three various classifiers are adopted in designing the intrusion detection systems or packet classifiers. K-mean as a clustering method, Bayesian classifier as a statistical method and finally, SVM as a kernel based method are three methods with different natures which are used in this paper.

A total of 9354 randomly selected data packets are used in this study. All of these patterns are labeled with their appropriate groups and so can be used as training or testing samples.

II. CLASSIFICATION BASED ON K-MEAN

Suppose \( X = \{x_i \in \mathbb{R}^p | i = 1 \ldots n \} \) denotes the set of \( n \) observations of \( p \)-dimensional patterns and the goal is to classify those \( n \) observations into \( K < n \) classes, \( C_k \) \( 1 < k < K \). A classifying rule (denoted by \( R \)) is a many-to-one mapping such as \( R(x_i) = C_k \) (\( 1 < i < n \), \( 1 < k < K \)). The K-means aims to minimize the overall objective function

\[
\sum_{k=1}^{K} \sum_{x_i \in C_k} \|x_i - \mu_k\|^2
\]

With respect to the classification rule \( R \), where \( \mu_k \) is the means (or centroid) of patterns from cluster \( k \). This paper, assumes \( k = 5 \) and therefore, there are five cluster means, \( \mu_1 \) to \( \mu_5 \). Beginning with an initial assignment of patterns to clusters or an initial assignment of cluster means the K-means algorithm iterates through the following two steps:

**Step 1:** Reassign each observation to the cluster whose mean is closest to that observation.

\[
R(x_i) = C_k \iff k = \text{arg max } m\{i | \|x_i - \mu_i\|^2\}
\]

**Step 2:** Recalculate the new cluster means.

The convergence is reached if the cluster means do not change. An observation \( x \) is therefore, classified to \( C_1 \) with cluster mean \( \mu_1 \) if and only if

\[
\|x_i - \mu_1\|^2 < \|x_i - \mu_2\|^2
\]

This method is conducted on all of sample data packets with randomly initialized cluster means. Results are shown in Table 1.

Regarding these results, each cluster can be labeled as Table 2:

<table>
<thead>
<tr>
<th>Cluster No</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal</td>
</tr>
<tr>
<td>2</td>
<td>Dos</td>
</tr>
<tr>
<td>3</td>
<td>No Label</td>
</tr>
<tr>
<td>4</td>
<td>Probe</td>
</tr>
<tr>
<td>5</td>
<td>R2L</td>
</tr>
</tbody>
</table>

Each cluster is labeled according to the type of maximally assigned packets.

It can be revealed that 2634 packets are misclassified which is equal to the error rate of 28.16%.

III. CLASSIFICATION BASED ON BAYESIAN METHOD

Statistical methods have been used widely for estimating or modeling the histogram or probability density function of random variables [10]. Bayes classifier is used as our decision rule in assigning packet labels. For a given pattern with feature vector of \( x \), Bayes rule is used to calculate a posteriori probability of assigning label \( w \) to it

\[
p(w|x) = \frac{p(x|w) \cdot p(w)}{p(x)}
\]

*Expectation Maximization (EM)* is used to compute MAP. It is constituted of two iterative steps, *Expectation and Maximization*. In expectation step (E-Step) given the current estimate of distribution parameters, the conditional probability of \( w \) is calculated using above equation. In maximization step (M-Step) based on the last classification performed in expectation step (E-Step), it calculates new values of distribution parameters as well as a priori probability.

Given the normal distribution of intensities for each of brain tissues, there are two following steps.
E-Step:

\[ p(w_j|x_j) = \frac{G(x_j, \mu^m_i, \sigma^m_i) \cdot p(w_j)^m}{\sum_k G(x_j, \mu^m_k, \sigma^m_k) \cdot p(w_k)^m} \]

M-Step:

\[ \mu^{m+1}_i = \frac{\sum_j x_j \cdot p(w_j|x_j)}{\sum_j p(w_j|x_j)} \]

\[ (\sigma^{m+1}_i)^2 = \frac{\sum_j (x_j - \mu^{m+1}_i)^2 \cdot p(w_j|x_j)}{\sum_j p(w_j|x_j)} \]

\[ p(w_j)^{m+1} = \frac{\sum_j p(w_j|x_j)}{\sum_j \sum_j p(w_j|x_j)} \]

Results of adopting this method in our data are illustrated in Table 3.

<table>
<thead>
<tr>
<th>Label</th>
<th>True Positive Rate</th>
<th>False Positive Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dos</td>
<td>0.965</td>
<td>0.001</td>
</tr>
<tr>
<td>R2L</td>
<td>0.935</td>
<td>0.029</td>
</tr>
<tr>
<td>Probe</td>
<td>0.922</td>
<td>0.014</td>
</tr>
<tr>
<td>Normal</td>
<td>0.864</td>
<td>0.002</td>
</tr>
<tr>
<td>u2R</td>
<td>0.75</td>
<td>0.014</td>
</tr>
</tbody>
</table>

True positive rate shows the percentage of correctly classified packets with appropriate label. False positive rate shows the percentage of misclassified packets into the appropriate label.

A total of 534 packets are misclassified which is equal to the error rate of 5.71%.

IV. CLASSIFICATION BASED ON SVM

Support Vector Machine is a supervised learning method. In brief, given some known examples \((x^k, y^k)_{k=1,2,...,n}\) where \(x^k \in \mathbb{R}^p\) is the observed pattern of features and \(y^k \in \{1, -1\}\) is the appropriate class label, linear SVM aims to find the best hyperplanes which can separate patterns of classes from each other. The optimal hyperplanes are the ones for which the margin between groups is maximal, and at the same time the number of misclassified patterns is minimal. To find such hyperplanes, the following constrained optimization problem must be solved

\[ \min \left( \frac{1}{2} w^T w + c \sum_{k=1}^n \xi^k \right) \]

Subject to \(y^k(w^T x^k + b) \geq 1 - \xi^k\)

\(c\), is a parameter controlling the tradeoff between maximizing margin and minimizing misclassified patterns. \(\xi^k\) is a positive slack variable allowing some of the patterns lie in the wrong side of the margin. Suppose the classification function is \(y = sign(x \cdot w + b)\) where \(w\) determines the orientation of the hyperplane and \(b\) is the offset from the origin. The vector \(w\) which maximizes the margin can be written as a linear combination of some patterns. These patterns are called “Support Vectors”. It is obvious that classification is done based on dot products of patterns which provide a linear classifier. By replacing the dot product with a kernel evaluation such as RBF kernel, one can design a nonlinear SVM classifier.

Results of applying SVM classifier over our data is depicted in Table 4.

The number of misclassified packets is 276 which lead to the error rate of 2.95%.

<table>
<thead>
<tr>
<th>Assigned to Cluster</th>
<th>Dos</th>
<th>R2L</th>
<th>Probe</th>
<th>Normal</th>
<th>u2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dos</td>
<td>6882</td>
<td>0</td>
<td>1</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>R2L</td>
<td>3</td>
<td>480</td>
<td>2</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Probe</td>
<td>1</td>
<td>4</td>
<td>123</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Normal</td>
<td>8</td>
<td>227</td>
<td>1</td>
<td>1582</td>
<td>0</td>
</tr>
<tr>
<td>u2R</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

Packets of each group assigned into 5 groups

V. CONCLUSION and RESULTS

To simplify investigating the results of all three classifiers and comparing them versus each other, Table 5 shows all the results.

It seems that kernel based methods outperforms other two types. The capability of kernel methods in transforming original feature space into new one which is more appropriate to classification purposes, can be considered as a reason for SVM’s highest accuracy.
Table 5
Classification Results for all three methods

<table>
<thead>
<tr>
<th>Method</th>
<th>K-mean</th>
<th>Bayesian</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified Packets</td>
<td>6720</td>
<td>71.84%</td>
<td>8829</td>
</tr>
<tr>
<td>Incorrectly Classified Packets</td>
<td>2634</td>
<td>28.16%</td>
<td>525</td>
</tr>
</tbody>
</table>

SVM performs better than two other methods.
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