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Abstract—NoC(Network-on-Chip) has been proposed as a 

new solution to deal with the global communication problem of 
complex SoC(System-on-Chip). However, there are many 
difficulties in testing and verification for NoC. We propose 
novel test architectures for 2D-Mesh topology NoC to improve 
the parallelism of tranferring test packets. The testing 
efficiencies of different structures are evaluated under a 
coverage-driven and hierarchical NoC testbench, which is 
based on the VMM verification methodology and 
SystemVerilog language. The evaluation results of testing cost, 
testing time and hardware overhead show that the shortening of 
transmission path and parallel testing effectively decreases the 
power consumption and testing time. Furthermore, one of the 
test structures can be proved to the optimal scheme. 
 

Index Terms—test structure, parallel testing, NoC, testbench, 
VMM 

I. INTRODUCTION 
ITH the development of the semiconductor industry 
and growing scale of the chip design, NoC (Network 

on Chip) will become the solution to the design of 
complicated system chip instead of traditional bus system 
chip SoC (System on Chip), which will also pose the greatest 
challenge to associated validation and testing. Furthermore, 
validation and testing are expected to account for more than 
70% of the whole design work for complex system chip [1]. 
There is urgent demand for novel testing methods or schemes 
aiming at testing complicated system chips, especially NoCs.  

However, there are many difficulties in NoC testing. Such 
as the controllability and observability are poor for the 
network structure and communication scheme, GALS 
(Global Asynchronous Local Synchronous) method make it 
necessary for adopting various testing clocks and there is no 
standard benchmark for evaluation NoC testing, etc. As far as 
the first difficulty is concerned, the test structure of NoC 
should be distributed to cooperate with the communication 
architecture and decrease the hardware overhead. The test 

control components are inserted to the network and the basic 
strategy is to transmit test vector to resources under test 
through tested components [2]. There are two steps of NoC 
testing, the first one is to test communication fabric when the 
router (switch) can be regarded as a IP core and we can apply 
the same test vectors to all the routers, the second one is to 
reuse the communication fabric as the test access to resources 
and transfer test data packets through particular testing input. 
The verification of communication fabric can be 
accomplished by the associated testbench [3-5], while the 
key problem of the second step is how to choose or configure 
the testing input.  
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Authors of [6] choose one switch to be connected to the 
source of test data (called Test Access Switch, TAS) and all 
the test data are broadcasted from TAS. Though the test 
scheme is prior to traditional bus-based SoCs in test time and 
power consumption, it needs complicated routing algorithm 
and may cause the increase of test time especially for large 
NoCs. The same situation may be worse when the TAS is the 
center of the network [7]. Because the center switch will be 
the hot-spot when all its neighbors communicate with it, the 
congestion will happen and greatly increase the test time. The 
solution to the problem is to increase the input/output port 
number so as to improve the efficiency of parallel testing. M. 
Sedghi et al. [8] apply two TASs, one is located on the lower 
left of the network and the other is at the upper right. The 
advantage in test time is showed, but the location of TASs 
can not change and specific routing algorithm is needed. 

We propose a novel test structure of 2D-Mesh NoC which 
has configurable TASs. It is greatly adaptable for parallel 
testing of routers and resources. The evaluation on the 
VMM-based testbench shows the reasonable test structure 
configuration is effective in improving testing efficiency and 
reducing testing cost.  

Hereafter, Section II gives a brief introduction of the NUT 
(NoC Under Test) and the associated testbench. Section III 
presents the NoC test structures and their application. Section 
IV explains the results of performance evaluation for the test 
structures with different TASs configuration. Section V 
draws the conclusions.  

II. NOC UNDER TEST AND THE TESTBENCH 

A. NoC Under Test 
NoCs can be defined as a set of structured routers and 

point-to-point channels interconnecting IP cores (Resources). 
The topology of NoC can be represented as an undirected 
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connected graph G(N,L), where N={n1,n2,…ni} is the set of 
nodes and L={l1,l2, …lj} is the set of links in the 
corresponding network.  The widely applied topologies are 
Mesh, Torus, Ring, Hypercube and Fat-tree [9]. For 
regularity of its structure, Mesh network are easy to 
implement and have good scalability. Each node in Mesh 
network is connected to neighbors through regular grid 
point-to-point links. Fig. 1 shows a 4×4 2D-Mesh network, 
which is the structure of our NoC. 
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The key component of the network fabric is 
communication node (router). Our router under test is 
realized in RTL description [10]. The architecture of router is 
shown in Fig. 2. It includes Cross switches, FIFO, Routing 
and arbitration module, Link Controller (LC) and Network 
Interface (NI).  
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Each router has four input channels and four output 

channels and one network interface for providing 
communication service to resource nodes. The input channel 
adopts FIFO for flow control, while output terminal sends 
information forward directly without needing FIFO. Routing 
and arbitration module can be adjusted according to certain 
routing algorithms.  

Our NoC employs XY routing algorithm, which is the 
most commonly used deterministic routing algorithm. XY 
routing algorithm is related to source node and destination 
node addresses while irrelevant to network status. It is 
suitable for 2D-Mesh topology and other similar topology 
NoCs. It is known to be deadlock-free in meshes and easy to 
implement in hardware. 

NoCs typically use the message communication model and 
messages are usually formed in packets. Each packet is 
composed of a header and some payloads. The original data 
packets format of our NoC is shown in Fig. 3.  

 

Packet_Type Destination_ID Source_ID Packet_Length Reserve HEC

0731 28 24 20 17

3bit 4bit 4bit 3bit 10bit 8bit

Payload 1

Payload n

031

031

 

Packet_Type demonstrates the type of data packets, 
Destination_ID and Source_ID are destination and source 
address, Packet_length gives the total packet number of the 
message, Reserve field is for extension or user-defined 
function. HEC is used to validate the packet. Payload is the 
actual communication data. 

 

B. Coverage-driven and VMM-based testbench 
The hierarchical NoC testbench is based on the VMM 

methodology, which integrates assertions, abstraction, 
automation and reuse mechanism to improve validation 
efficiency and productivity [11]. The testbench consists of 
Test Layer, Scenario Layer, Function Layer, Instruction 
Layer and NoC Under Test. The transmission between 
different layers is achieved through channel mechanism [12]. 
The test process contains four steps and they are generating 
random stimuli, establishing the testbench environment, 
executing the test and producing the verification report. 

Each module of the testbench is realized in the form of 
certain class, the UML class diagram to explain their 
relationship is shown as Fig. 4.  

 
 
The Environment class is the core of the NoC testbench. It 

is almost related to all the modules and controls the building, 
operating and ending of test process. 

The Config class determines whether send packets to the 
specific node or not and the quantity of packets, etc. 
According to the configuration information, RU_generator is 
responsible for generating random packets with constraints 
and sending them to next layer through the channel. 

 The Driver receives packets from RU_generator, then 
sends them to NoC and transmits to the Scoreboard through 
callback at the same time. Monitor concentrates on output 
packets from NoC and transmit data to the Scoreboard and 
Coverage class. Scoreboard achieves the expected packets 
from Driver, gets actual packets from Monitor, then 
compares them and induces the result. 

The Coverage class defines the related cover point and can 

Fig. 1.  4×4 Mesh network 

Fig. 2.  Architecture of router under test 

Fig. 4.  UML class diagram of  NoC  testbench

Fig. 3.  Format of transmission data packets 
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modify restraint based on the result of simulation. Function 
coverage is the important parameter to evaluate the efficiency 
of the testbench, which refers to the validated function of all 
functions percentage. Adopting different random seeds and 
modifying design repeatedly, our testbench finally achieves 
100% function coverage. 

The testbench can accomplish function verification 
effectively with good adaptability and expansibility. Only 
provided the packets format and the timing sequence of 
sending and receiving packets are known, the testbench can 
be easily applied to different NoCs without the consideration 
of topology structure or routing algorithm.  

III. DESIGN OF NOC TEST STRUCTURES 
We propose the test structure which adopts edge of Mesh 

as TASs, as shown in Fig. 5. ATE and peripheral circuits are 
connected in four directions, while TAS selection can be 
flexible with the configuration of related circuit. The 
structure has less test pins and can greatly shorten the 
transmission path of test data packets, which will be helpful 
to the parallel testing and decrease testing time as well.  
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The structure of periphery circuits is shown in Fig. 6. The 

input of periphery circuits comes from output ports of routers 
and input ports of ATE, while the output of periphery is 
connected to input ports of routers and output ports of the 
ATE. Test data packets are transferred from the ATE and sent 
to certain router according to the input configuration. Test 
response packets are sent into the peripheral circuits and 
passed through selectors to output port of the ATE. Moreover, 
the arbitration mechanism is added to prevent the 
competition between routers. 
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In order to reduce the area overhead, we can configure 
partial peripheral circuits, as shown in Fig. 7, where only two 
ports are selected in each direction. The number and position 
of TASs can be adjusted according to the network size and 
the application characteristic. 
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Based on the proposed test structure, we design the 

corresponding test strategy, which involves the adjustment of 
packets format and transmission manner.  

The original format of data packets is shown as Fig. 3. The 
packet_type field can be defined as follows. 

(1)  000 means normal data packets. 
(2) 1** means test data packets. 101 means test data 

packets of interconnection. The source and destination of 
normal packet is impossible to be the same, while they can be 
set to the same so as to form a loop for interconnect testing. 
The address of interconnect testing packet shows that the 
packet is sent into the network from which router. 110, 111 
respectively indicate test data for routers or resources. Based 
on Destination_ID field, we can know the packet is sent to 
which router or resource. 

(3) 01* means response data packets. 010, 011 indicate 
respectively for the response data of routers or resources. We 
certainly know the response data is for which router or 
resource based on the Source_ID field. 

Test routing algorithm determines the transmission path of 
test data and response packets. The transmission of test data 
packets can use original XY routing algorithms, while for the 
response packets, the original routing algorithm need to be 
improved because the ATE will be the test access port instead 
of the network interface. To indicate the direction of the 
connected ATE, we need to encode other directions of the 
router except network interface. Therefore, 00, 01, 10, 11 
respectively indicate east, south, west and north direction, as 
shown in Fig.8. 
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Furthermore, the Direction field is added to the head flit to 

indicate the direction of ATE output, as shown in Fig. 9. 
Therefore, response packets can return to output of ATE with 
the original routing algorithm. 

Fig. 7.  Test structure of  NoC with 8 TASs 

Fig. 5.  Test structure of  NoC with 16 TASs 

Fig. 8.  Encode of router output directions 

Fig. 6.  Architecture of  periphery circuits 
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Packet_Type Destination_ID Source_ID Packet_Length Direction HEC

3bit 4bit 4bit 3bit 8bit 8bit

Reserve

2bit

0731 28 24 20 17 15

 
After the modification of packet format, the transmission 

manner should be adjusted to cooperate with the test structure. 
Firstly, test data packet is generated from input of ATE and 
sent into the network through the periphery circuit. Then it is 
transferred to the router or resource based on routing 
algorithm on the assumption of all the routers on the path 
should already accomplish testing. After testing, the head flit 
of response data packet is generated according to the head flit 
of the test data packet. The generation is mainly to modify 
Packet_Type fields and exchange information of 
Destination_ID and Source_ID field. The last process will be 
the transmission of response packet, which can be achieved 
in two steps. The first step is to reach the border router 
connected to ATE and the second one is to send packet to 
output of ATE through the periphery circuit according to the 
Destination_ID field. 

 

IV. PERFORMANCE EVALUATION OF TESTING SCHEMES 
For 4x4 Mesh network, Fig. 10 gives four testing schemes 

with different TAS configuration and each resource chooses 
the nearest TAS for test vectors transmission.   

(a )   16 test ports

(c )   4 test ports

(b )   8 test ports

(d )   2 test ports  
 
How to choose TASs greatly affects test cost, test time and 

corresponding synthesis area. The test cost mainly refers to 
test power, which is relevant to the number of test packets 
and the length of transmission path [13] [14]. The test time 
can be evaluated by the modified VMM-based testbench and 
the area overhead of Scheme (a) and Scheme (b) are 
calculated and compared with the original Mesh NoC on 
Synopsys EDA platform. 

A. Estimation of Test Cost 
For simplifying and standardizing the estimation of test 

cost, we assume that the number of test data packets for each 
resource to be constant C. RiN  and CiN  are respectively the 
number of routers and channels in the test path for Resourcei 
and Ci RiN =N -1 .  and are respectively the average cost 

of test packets passing through one router and through one 
channel. n is the total number of resources, so the total test 
costs can be calculated as follows. 
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Most parameters in Equation (1) are constants except RiN , 
so the total test cost can be measured by        , that is the 
number of routers in test paths for all resources. Test costs of 
four testing schemes in Fig. 11 are shown as Table I.  

 
 

Fig. 9. Head flit of the test data packet 

Scheme  1RiN = 2RiN =   3RiN =   4RiN = Sum
(a) 12 4 0 0 20 
(b) 8 8 0 0 24 
(c) 4 8 4 0 32 
(d) 2 4 6 4 44  

It is evident that the test cost increases with the decrease of 
TASs and obviously Scheme (c) and scheme (d) have too 
high test costs to be good testing schemes. Scheme (a) has 
lowest test cost but 16 TASs will lead to unacceptable size 
overhead. Compared with Scheme (a), Scheme (b) has a little 
increase on test cost and much decrease on test ports, so it 
should be optimal scheme. Reasonable choice of the position 
and number of TASs is extremely important especially when 
the scale of network increases. 

B. Evaluation of Test Time 
For the function verification, the driver and monitor 

module of the testbench are connected to each router to verify 
the communication between resources. However, for the 
testing, the driver and monitor module should be connected 
to periphery circuits to make the original test platform 
equivalent to the ATE.  

Because we concentrate on the evaluation of test time for 
test structures instead of how to test resources, the resource 
module is simply programmed to simulate test response. The 
test data packets are generated from the testbench,  then sent 
to resources through TAS and related routers. Resource 
module is responsible for generating response data packets 
and sending them to the test port. The time spent by resource 
module itself will be ignored. Such a process accomplishes 
reusing the communication network as test access 
mechanism. 

 We  take IP6 as an example to explain the test process, as 
shown in Fig.11.  

 
 
The router R3 is set as the input and output port of the 

1

n

Ri
i

N
=

∑

TABLE  I    
COMPARISON OF TEST COSTS 

Fig. 10.  Schemes of different test ports configuration 

Fig. 11.  Test  process schematic 
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The majority of synthesized areas are interconnection lines, 
so the increase of TASs will surely increase the area overhead. 
The results of Table II show the Mesh network with 
additional test structure has bigger size than original Mesh 
network and Scheme (b) is superior to Scheme (a) on size 
overhead.  

Mesh network and that is TAS. The transmission path for test 
data packets from the input port to the IP6 is: input 
port , the response path is: 

output port. 
R3 R2 R6 IP6→ → → →

6 R6 R7 R3→ → → →IP
The test time of four testing schemes is shown in Fig. 12. X 

axis is the number of test data packets received by each 
resource node and Y axis is the time when the last packet is 
received. When packets number is small, there is no obvious 
different in test time for all the schemes, however, with 
increase in packets number, the test time of four schemes 
gradually increase and the difference between them also 
becomes increasing. The increase of TASs greatly enhances 
testing parallelism and effectively reduces the test time. 

The testability design can reduce the testing time, but it 
would increase the cost of the area. We manage to find the 
strategy to make balance between two aspects. This paper 
puts forward four testing schemes, Scheme (b) is the best one 
which has relatively shorter test time and delay time, small 
synthesized area and its test costs is modest. 

V. CONCLUSION 
We proposed a configurable test structure for 2D-Mesh 

NoC and given four practical schemes with different TASs 
configuration. The evaluation platform is the 
coverage-driven and VMM-based testbench which is 
originally designed for communication verification on NoC. 
By adjusting the packet format and routing mechanism, the 
testbench is applied to evaluating the performance of 
different testing schemes. Combined with the circuit 
synthesis results, the optimal scheme can be verified. The 
experimental results showed that the shortening of 
transmission path and parallel testing effectively decreases 
the test cost and test time. 

 
 
 
 
 
 
 
 
 
 
The average delay time between sending test data packets 

and receiving response packets is shown as Fig.13. With the 
decrease of TASs, the average delay also increases gradually, 
because average path from TAS to resource gets longer. 
However the difference between Scheme (a) and Scheme (b) 
is not obvious.  
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Based on the analysis of the test time with variable packets 

number and the statics of test packet transmission time, we 
can conclude that test time is mainly affected by the number 
of test ports, especially when the amount of communication 
information increases greatly. 

C. Evaluation of Area Overhead 
For the advantage in test cost and test time, the Scheme (a) 

and Scheme (b) were synthesized and optimized based on 
Synopsys DC Compiler and SMIC 0.18 CMOS technology 
library. Table II gives the area overhead of original Mesh 
network and the Scheme (a) and (b). The ratio of increase is 
relative to the synthesized area of original Mesh network.  

 
 

 
Original Mesh 

（     ） 
Scheme(a)
（     ）

Ratio of 
increase 

Scheme(b)
（      ）

Ratio of 
increase

Combination 
logic 

959583.24 972296.74 1.325% 964227.32 0.484%

Sequence logic 2134660.71 2156475.23 1.022% 2145984.61 0.530%

Interconnect 30881190.62 31257792.38 1.220% 31008210.76 0.411%

Total size 33975434.56 34386564.36 1.210% 34118422.69 0.421%
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