
 
Abstract— This research work emphasizes the significance of 

Data Mining classification algorithms in predicting the factors 
which influence the road traffic accidents specific to injury 
severity. It precisely compares the performance of classification 
algorithms viz. C4.5, CR-T, ID3, CS-CRT, CS-MC4, Naïve 
Bayes and Random Tree, applied to modelling the injury 
severity that occurred during road traffic accidents. Further we 
applied feature selection methods to select the relevant road 
accident related factors and Meta classifier Arc-X4 to improve 
the accuracy of the classifiers. Experiment results reveal that 
the Random Tree based on features selected by Feature 
Ranking algorithm and Arc-X4 Meta classifier outperformed 
the individual approaches. The results have been evaluated 
using the accuracy measures such as Recall and Precision.  In 
this research work we used the road accident training dataset 
which was obtained from the Fatality Analysis Reporting 
System (FARS), provided by the University of Alabama’s 
Critical Analysis Reporting Environment (CARE) system.  
 
Index Terms— Road Traffic Accidents, Classification, 

Feature Selection, Meta Classifier, Accuracy Measures. 

I. INTRODUCTION 

The major reason that data mining has attracted a great 
deal of attention in information industry in recent years is 
due to the wide availability of  huge amounts of data and the 
imminent need for turning such data into useful information 
and knowledge [10]. The information and knowledge [10] 
gained can be used for applications ranging from market 
analysis, fraud detection, and customer retention, to 
production control and science exploration.  Data mining 
techniques include association, classification, prediction, 
clustering etc. Classification algorithms are used to classify 
large volume of data and to provide interesting results.  

Application of data mining on social issues has been a 
popular technique recently. Fatal rates due to road accidents 
contribute more on the total death rate of the world. Over 1.2 
million people [8] die each year on the world’s roads and 
between 20 and 50 million suffer non-fatal 1injuries. The 
report by [8] says that around 1.2 million people were killed 
and 50 million injured in traffic collisions on the roads 
around the world each year and was the leading cause for 
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death among children 10 – 19 years of age. Many road 
related factors which increase the death ratio were discussed 
in various literatures.  

In our research work we have classified the road traffic 
accidents based on injury severity using classification 
algorithms such as C4.5, CR-T, ID3, CS-CRT, CS-MC4, 
Naïve Bayes and Random Tree. We have also used feature 
selection methods viz. CFS, FCBF, MIFS, MODTree and 
Feature Ranking algorithms to select the relevant features 
needed for injury severity specific classification and Arc-X4 
Meta classifier to improve the accuracies of the classifiers. 
The focal point of this research work is to compare the 
accuracies of the classification algorithms with and without 
using feature selection and Meta classifier. 

The literature surveys related to the work are discussed in 
Section II. The experimental design is presented in Section 
III. It includes the training data description, system design, 
classification algorithms, feature selection algorithms, Arc-
X4 Meta classifier and accuracy measures. The experimental 
results have been discussed in Section IV and Section V 
concludes the paper. 

II. RELATED WORK 

This section discusses various studies which have been 
conducted to emphasize the use of classification algorithms, 
feature relevance algorithms and Meta learners.  

In 2009 the accuracy of data mining techniques viz. 
discriminant analysis, logistic regression, Bayes classifier, 
nearest neighbor, artificial neural networks, and 
classification trees has been investigated in analyzing 
customers’ default credit payments in Taiwan and compares 
the predictive accuracy of probability of default among six 
data mining methods [12]. The results reveal that artificial 
neural network is the only one that can accurately estimate 
the real probability of default credit payments. 

CART model has been modeled to find the relationship 
between injury severity and driver/vehicle characteristics, 
highway/environment variables, and accident variables in 
Taiwan accident data from the year 2001 [5].  

Logistic regression model and classification tree method 
have been compared in determining social-demographic risk 
factors which have affected depression status of women in 
separate postpartum periods [11]. They projected that 
Classification tree method gives more information than 
logistic regression model with details on diagnosis by 
evaluating a lot of risk factors. A comparative study has 
been conducted between data mining and statistical 
techniques by varying the number of independent variables, 
the types of independent variables, the number of classes of 
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the independent variables, and the sample size [21]. The 
results have shown that the artificial neural network 
performance improved faster than that of the other methods 
as the number of classes of categorical variables increased.  

FCBF algorithm [1] is designed for high dimensional data 
and has been shown effective in removing both irrelevant 
features and redundant features.  The limitation of Mutual 
Information Feature Selector (MIFS) has been analyzed in 
[16] and proposed a method to overcome this limitation. The 
basics and implementation of various feature selection 
algorithms have been discussed in [13].  

The combination of the AdaBoost and random forests 
algorithms were used for constructing a breast cancer 
survivability prediction model [15]. It was proposed to use 
random forests as a weak learner of AdaBoost for selecting 
the high weight instances during the boosting process to 
improve accuracy, stability and to reduce over-fitting 
problems [15].  

Several voting algorithms, including Bagging, AdaBoost, 
and Arc-x4, have been studied using decision tree and Naïve 
Bayes to understand why and when these algorithms affect 
classification error [6]. 

The accuracies of simple classification algorithms such as 
C4.5, C-RT, CS-MC4, Decision List, ID3, Naïve Bayes and 
Random Tree have been evaluated using the accuracy 
measures such as Precision, Recall and ROC curve [20]. 

The accuracy of classifiers using feature selection 
algorithms has been compared and the results have shown 
that Random Tree using Feature Ranking algorithm better 
performs other algorithms in modeling the vehicle collision 
patterns in road accident data [19].  

In this research work we focused on finding accident 
patterns in road accident data based on injury severity using 
various classification algorithms. Next section illustrates the 
methodology used in our research work which includes 
training dataset description, classification algorithms, feature 
selection algorithms and Arc-X4 Meta Classifier algorithm. 

III. EXPERIMENTAL SETUP 

This research work focuses on finding road accident 
patterns specific to injury severity. The existing 
classification algorithms viz. C4.5, CR-T, ID3, CS-CRT, 
CS-MC4, Naïve Bayes and Random Tree are adopted for the 
classification. Among the base classifiers Random Tree 
algorithm produces classification results with 14.2% 
misclassification rate.  

Since all the selected classifiers gave high 
misclassification rate, feature selection algorithms have been 
incorporated with all the classifiers to select the relevant 
features for classification followed by Meta learning 
algorithm Arc-X4 to improve the classifier’s accuracy. The 
details of the work are given in the following sub sections.   

A. Training Dataset Description 

The aim of this research work is to study the 
classification patterns based on injury severity in road traffic 
accidents. We carry out the experiment with road accident 
training dataset obtained from Fatality Analysis Reporting 
System (FARS) [7] which is provided by Critical Analysis 
Reporting Environment (CARE) system. This safety data 
consists of U.S. road accident information for 56 states from 

the year 2005 to 2009. It consists of 457549 samples and 33 
attributes.  

To train the classifiers we have selected accident details 
of the year 2009 which consist of 77125 samples as training 
dataset with 33 attributes for 56 states. Training data set is 
used to train the model and to formulate the rules which are 
used to make decisions. The test dataset is used to validate 
the rules obtained from trained classifier using new data. 
Table I provides the list of attributes and their descriptions.  

TABLE I 
TRAINING DATA ATTRIBUTES DESCRIPTION 

Attributes Description 
Key_Value Identifier to identify an accident  
State State in which the accident occurred 
County County in which the accident occurred 
Month Month in which the accident occurred 
Date Date on which the accident occurred 

Day 
Day of a week on which the accident 
occurred 

Time Time at which the accident occurred 

Harmful_Event 
First harmful event occurred during 
accidents 

Manner_of_Collision Manner of collision 
Person_Type Driver/Passenger 
Seating_Position Seating Position 
Age Age of the person involved 
Age_Range Age range of the person involved 
Gender Male/Female 

Race/Ethnicity 
Nationality of People involved in 
accident 

Injury_Severity Injury Severity 

Transported_for_Treatment 
Mode of transport used to send the 
victims for treatment 

Air_Bag Location of the airbag 
Protection_System Type of the protection system used 

Ejection 
Whether the person is ejected out of the 
vehicle or not during accident 

Ejection_Path 
Path from which the persons were 
ejected 

Extrication Whether the person is extricated 
Dead_on_Arrival Whether dead on arrival for treatment  
Year_of_Death Year of death 
Month_of_Death Month of death 
Time_of_Death Time of death 
Fatal_Injury_at_Work Fatal Injury 
Alcohol_Test Alcohol Test Type 
Alcohol_Test_Method Alcohol Test Method 
Drug_Test Drug Test 
Drug_Involvement Police Reported Drug Involvement 
Accident_Location Accident Location 
Related_Factors Road related factors 

In this study we have applied the classification 
algorithms using Injury_Severity attribute as the class 
attribute. The class attribute Injury_Severity takes six values 
as target values. The distribution of the class values of 
training dataset is given in Table II. 

TABLE II 
INJURY_SEVERITY ATTRIBUTE CLASS VALUES DISTRIBUTION 

Values Number of Instances Percentage 
Fatal 34175 44.3 
Incapacitate 8979 11.6 
Nonincapacitate 10329 13.4 
Possible_Injury 5829 7.6 
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Values Number of Instances Percentage 
None 17086 22.2 
Unknown 727 0.9 

From Table II it is clear that approximately 45% of the 
accidents lead to fatal injury. So it is necessary to find the 
vital factors which are related to fatal accidents. 

The training dataset used to learn the road accident 
patterns, is preprocessed to handle missing values. All the 
missing values have been filled with appropriate values. The 
original data set was in MS-Excel format. All the values of 
attributes have been represented as continuous values. These 
values have been replaced with its equivalent categorical 
information as per the guidelines given in [7]. Thus the 
continuous attributes have been converted into categorical 
attributes. The training dataset after conversion is loaded as 
text file in Tanagra data mining tool.  

In the first experiment we have applied the basic 
classification algorithms viz. C4.5, CR-T, ID3, CS-CRT, 
CS-MC4, Naïve Bayes and Random Tree on the 
preprocessed training data, to predict road accident patterns 
based on injury severity. The results produced by the 
classifiers are very high in error rates which are reduced in 
the subsequent processes.  

In the second experiment we have applied the feature 
selection algorithms such as CFS, FCBF, MIFS, MODTree 
and Feature Ranking algorithms to select the relevant 
features related to the study. The classification algorithms 
have been then applied with the relevant features selected by 
the feature selection algorithms which result in reduced 
misclassification rates. 

In the third experiment to further improve the classifier’s 
accuracy we have applied the Meta classifier Arc-X4 with 
the classification algorithms with relevant features resulted 
in second experiment. The error rates of the classification 
algorithms are significantly reduced here.  

The results from experiment I, II and III have been 
evaluated using Precision and Recall values. The patterns or 
rules obtained using training data is evaluated using test data 
for its correctness.  

B. Classification Algorithms  

Classification trees are used to predict the classes of a 
categorical dependent variable from their measurements on 
one or more predictor or independent variables [10]. 
Decision tree learning is a method for approximating 
discrete-valued target functions, in which the learned 
function is represented by a decision tree. Decision tree 
analysis is one of the main techniques used in Data Mining. 
In our research work we have used the classification 

algorithms Viz. Iterative Dichotomiser 3 (ID3) [18], C4.5 
[17], Classification and Regression Trees (CR-T) [10], 
Random Tree [14], Naïve Bayes, Cost-Sensitive 
Classification and Regression Trees (CS-CRT) and Cost-
Sensitive Classification using M-Estimate (CS-MC4) which 
are widely used in the literature. 

C. Feature Selection Algorithms 

Classification and prediction need to be preceded by 
relevance analysis which attempts to identify attributes that 
do not contribute to the classification or prediction process 
[10]. These attributes can then be excluded. The feature 
selection algorithms such as Correlation Based Feature 
Selection (CFS) [9], Fast Correlation Based Filter (FCBF) 
[22], Mutual Information Feature Selector (MIFS) [2], 
Feature Ranking and Multi valued Oblivious Decision Tree 
Filtering (MODTree) have been considered for our study. 

D. Meta Classifier: Arc-X4 (Adaptive Resample and 
Combining Algorithm) 

Methods for voting classification algorithms, such as 
bagging and AdaBoost, have been shown to be very 
successful in improving the accuracy of certain classifiers 
[4]. The Arcing term is used to describe the family of 
algorithms that Adaptively Resample data and Combine the 
outputted hypotheses [3].  

E. Accuracy Measures  

In our study we used precision and recall as accuracy 
measures to evaluate the accuracies of classifiers. It can be 
calculated from contingency table [10]. The high values of 
precision and recall denote high accuracy. 

IV. EXPERIMENTAL RESULTS 

We have used Tanagra tool for our experimental study. It 
proposes several data mining methods from exploratory data 
analysis, statistical learning, machine learning and databases 
area.  We have conducted three experiments in our study. 
The results obtained in each experiment are discussed 
below. 

A. Experiment I: Error Rates of Classifiers without using 
Feature Selection Algorithms 

In this experiment we have used the classifiers viz. C4.5, 
CR-T, ID3, CS-CRT, CS-MC4, Naïve Bayes and Random 
Tree without using feature selection methods to find the 
accident patterns in road accident data based on 
Injury_Severity. The error rate of C4.5 classifier is depicted 
in the Fig. 1. The error rate of C4.5 classifier is 15.38% thus 
the accuracy of the same is 84.62%. 

Fig.1. Error Rate of C4.5 Classifier 
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Similarly the error rates of all the classifiers are portrayed 
in Fig. 2. It shows that the misclassification rate of Random 
Tree is very less compared with all other classifiers and that 
of CS-CRT is very high. Thus Random Tree gives better 
accuracy among all the classifiers. 

 
Fig.2. Error Rates of Classifiers without Feature Selection 

B. Experiment II: Error Rates of Classifiers with Feature 
Selection Algorithms 

In Experiment-I we have applied the classification 
algorithms with all the 33 attributes which have produced 
very high error rates. To reduce the error rates we have to 
eliminate the irrelevant features [10]. To select the relevant 
features and to eliminate the irrelevant features we have used 
feature selection algorithms viz. CFS, FCBF, MIFS, 
MODTree and Feature Ranking.  

For example the attributes selected by Feature Ranking 
algorithm are shown in Fig. 3. It has selected 29 attributes 
among 33 attributes as relevant attributes to find road 
accident patterns based on the attribute Injury_Severity as 
class attribute.  

Feature Ranking algorithm uses CHI-2 criterion. It ranks 
the input attributes according to the relevance. It does not 
allow the redundancy of the attributes. It uses p-value to 
rank the relevant attributes. The p-value is the probability of 
obtaining a test statistic at least as extreme as the one that 
was actually observed, assuming that the null hypothesis is 
true. The irrelevant attributes will be rejected when the p-
value is less than the significance level α, which is often 0.05 
or 0.01. When the null hypothesis is rejected, the result is 
said to be statistically significant. 

 
Fig.3. Relevant Attributes Selected by Feature Ranking Algorithm 

With the selected attributes of different feature selection 
algorithms we have applied classification algorithms. The 
error rates of classifiers with Feature Ranking algorithm is 
given in Table III. 

TABLE III 
ERROR RATES OF CLASSIFIERS WITH FEATURE RANKING ALGORITHM 

Classifier Error Rates (%) 
C4.5 13.06 
C-RT 18.08 

CS-CRT 21.5 
CS-MC4 17.29 

ID3 17.3 
Naïve Bayes 18.65 
Random Tree 5.17 

For instance the error rate of CR-T algorithm with 
relevant attributes selected by Feature Ranking algorithm is 
given in Fig. 4. 

Without feature selection algorithm the misclassification 
rate CS-CRT algorithm in Experiment-I is 33.54%. But with 
relevant attributes selected by Feature Ranking algorithm the 
misclassification rate of CS-CRT algorithm is reduced to 
21.54% in Experiment-II. The misclassification rate of CS-
CRT algorithm is reduced by 12% using feature selection 
algorithm. Using this algorithm the misclassification rate 
increases when classifying the tuples which belong to the 
class value “Incapacitate”. 

 

 
Fig.4. Error Rate of CS-CRT Algorithm with Relevant Attributes Selected by Feature Ranking Algorithm 
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The error rates of classification algorithms using all 
feature selection algorithms are given in the Fig.5.  

 
Fig.5. Error Rates Classification Algorithms with Feature Selection 

Algorithms 

Among feature selection algorithms attributes selected by 
the Feature Ranking Algorithm improves the classifiers’ 
accuracy. From Fig. 5 it is clear that Random Tree 
classification algorithm using relevant features selected by 
Feature ranking algorithm gives very less misclassification 
rate of 5.17%.  

The comparison between the misclassification rates of the 
classifiers with and without using Feature Ranking algorithm 
is given in the Fig. 6. From Fig. 6 it is clear that Random 
Tree with Feature Ranking algorithm gives better accuracy 
with very less misclassification rate. From the results of 
Experiment-II we conclude that Random Tree with Feature 
Ranking algorithm gives less misclassification rate of 5.17% 
while classifying the road accident data based on 
Injury_Severity. 

 
Fig.6. Error Rates of Classifiers with and without Relevant Attributes 

Selected by Feature Ranking Algorithm 

C. Experiment III: Error Rates of Classifiers with Feature 
Selection Algorithms and Arc-X4 Meta Classifier 

Though we have significant reduction in error rates in 
Experiment –II the best classifier of our study, Random 
Tree, gives 5.17% misclassification rate. So further to 
improve the accuracy of the classifiers we have used the 
Arc-X4 Meta classifier with the classification algorithms.  

The Arcing term is used to describe the family of 
algorithms that Adaptively Resample data and Combine the 
outputted hypotheses [3]. Adaptively reweighting the 
training set, growing a classifier using the new weights, and 
combining the classifiers constructed to date can 
significantly decrease generalization error.  

The error rates of all the classifiers using Arc-X4 Meta 
classifier are given in the Fig. 7.  

 
Fig.7. Error Rates of Classifiers without Feature Ranking, with Feature 

Ranking and ArcX4 Meta Classifier  
 

From Fig. 7 it is clear that the Random Tree classifier 
using relevant attributes selected by Feature Ranking 
algorithm and Arc-X4 Meta classifier gives 0.27% error rate 
i.e. 99.73% accuracy which is higher than that of other 
classifiers. 

The sample result of the Random Tree using Arc-X4 
Meta classifier with relevant attributes selected by Feature 
Ranking algorithm is given in the Fig. 8. 

The result reveals that the error rate of Random Tree 
classifier with relevant attributes and Arc-X4 Meta classifier 
is excellently reduced from 5.17% to 0.27%. For other 
classifiers also it shows a notable reduction in the 
misclassification rates.  

                   

 
Fig 8. Error Rate of Random Tree classifier using Arc-X4 Meta classifier with Relevant Attributes Selected by Feature Ranking Algorithm 
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V. CONCLUSION 

In this paper we analyzed road accident training dataset 
using classification algorithms (C4.5, CR-T, ID3, CS-CRT, 
CS-MC4, Naïve Bayes and Random Tree), feature ranking 
algorithms (CFS, FCBF, MIFS, MODTree and Feature 
Ranking), classifiers using Arc-X4 Meta classifier to find 
road accident patterns using injury severity based 
classification. Among the algorithms Random Tree classifier 
using Arc-X4 Meta gives high accuracy of 99.73% with 
0.27% misclassification rate. The accuracy is evaluated 
based on precision and recall values.  The results showed 
that the Random Tree classifier using Arc-X4 Meta classifier 
based on relevant features selected by Feature Ranking 
algorithm significantly improved the accuracy from 85.8% 
to 99.73%.  We conclude that Random Tree classifier using 
Arc-X4 Meta classifier based on relevant features selected 
by Feature Ranking algorithm outperforms other classifiers 
to find road accident patterns based on injury severity. Also 
we observed from rules, generated by the Random Tree 
using Arc-X4 Meta classifier, is that the factors such as 
Manner_of_Collision, Seating_Position, Harmful_Event, 
Protection_System, Age_Range and Drug_Involvement play 
very important role in deciding Injury_Severity. So these 
factors need to be focused to reduce the fatality rate. 
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