Abstract—Three-dimensional integrated circuits (3D ICs) offer an attractive solution for overcoming the barriers to interconnect scaling, thereby offering an opportunity to continue performance improvements using CMOS technology, with smaller form factor, higher integration density, and the support for the realization of mixed-technology chips.

As feature sizes shrink, faults occur in on-chip network become a critical problem. At the same time, many applications require guarantees on both message arrival probability and response time. We address the problem of router failures by means of designing fault-tolerant architecture. The proposed architecture not only is able to recover from routers failure, but also improves the average response time of the system. In this design, in order to avoid adding a port in a router, a new component is also developed to reduce hardware overhead.

Index Terms—3D Network on Chip, fault-tolerance, By-pass, spare router, application-specific

I. INTRODUCTION

For implementing emerging complex applications, integrated system designs should be able to communicate tens to hundreds of cores [1]. An efficient data transfers among these cores can be achieved through innovations of the on-chip communications strategies [2]. Network-on-Chip (NoC) has been proposed as a promising solution to structure the design of the on-chip communications in multi core SoCs [3]-[5].

As the end of scaling the CMOS transistor comes in sight the third dimension may come to the rescue of the industry to allow for a continuing exponential growth of integration during the next decade [6]. As such 3D stacking may the key technology to sustain growth until more exotic technologies such as nanowire, quantum dot devices and molecular computers become sufficiently mature for deployment in mainstream application areas.

Furthermore, the emerging three dimensional (3D) integration and process technologies allow the design of multi-level Integrated Circuits (ICs) [7]. This new design exhibits two major advantages, namely, higher performance and smaller [8].

However, a major challenge facing the design of such highly integrated 3D-ICs in deep submicron technologies is the increased likelihood of failure due to permanent and intermittent faults caused by a variety of factors that are becoming more and more prevalent. Permanent faults occur due to manufacturing defects, or after irreversible wear out damage due to electro migration in conductors, negative bias temperature instability, dielectric breakdown, etc [9], [10]. Intermittent faults on the other hand, occur frequently and irregularly for several cycles, and then disappear for a period of time [11], [12]. These faults commonly arise due to process variations combined with variation in the operating conditions, such as voltage and temperature fluctuations. This argument strengthens the notion that chips need to be designed with some level of built-in fault tolerance. Furthermore, relaxing of 100% correctness in the operation of various components and channels profoundly reduces the manufacturing cost as well as cost incurred by test and verification [13].

The remainder of this paper is organized as follows: In Section II, an overview of some fault-tolerant research efforts in NoC is given. Section III illustrates the basic concepts of application-specific NoC design, and a new fault-tolerant architecture is introduced in section IV. The results are given in section V followed by the concluding remark in Section VI.

II. RELATED WORK

Interconnect scaling has become one of the most crucial challenges in chip design, and is only expected to get worse in the future. 3D integration and NoC design methodologies are expected to overcome many of these challenges [14]. Pavlidis and Friedman [15] have compared 2D mesh NoC with its 3D counterpart by analyzing the zero-load latency and power consumption of each network. In the work of [16], a performance analysis method based on network calculus has been proposed for 3DNoC. In [17], the performance of several alternative vertical interconnection topologies has been studied. In [14], the authors proposed a dimension decomposition scheme to optimize the cost of 3DNoC switches, and presented some area and frequency figures derived from a physical implementation.

Fault-tolerant design is a design that enables a system to continue operation, possibly at a reduced level, rather than failing completely, when some part of the system fails. Fault-tolerant routing algorithms should be able to find a path from source to destination in presence of the faults in NoC with a certain degree of tolerance [18]. Many algorithms in this area have been proposed which follow their own optimization aims.
In [19], presents the scalable and fault-tolerant distributed routing (SFDR) mechanism. It supports three routing modes including corner-chains routing, boundary-chains routing and fault-ring routing.

A fault-tolerant mesh-based NoC architecture with the ability of recovering from single permanent failure is presented in [20]. This method adds a redundant link between each core and one of its neighboring routers, resulting in significant improvement in reliability while has little impact on performance. In [21], a hardware and performance aware design for the fault-tolerant 2DNoC architecture is presented.

In the 3D domain, [22] present an application specific 3DNoC synthesis algorithm that is based on a rip-up-and-reroute procedure for routing flows, where the traffic flows are ordered in the order of increasing rate requirements so that smaller flows are routed first, followed by a router merging procedure. Murali et al. [23] propose a 3D NoC topology synthesis algorithm, which is an extension to their previous 2D work [24].

In this paper, a new fault-tolerant 3D application-specific network-on-chip was proposed which is able to tolerate routers failure and guarantees the 100% packet delivery.

III. PERquisites of application-specific NoC design

A. Mapping Problem

To formulate mapping problem in a more formal way, we need to first introduce the following two concepts borrowed from [25]:

Definition 1: The core graph is a directional graph G(V,E), whose each vertex vi∈V shows a core, and a directional edge ei,j∈E illustrates connection between vi and vj. The weight of ei,j that is shown as commij, represents the communication volume from vi to vj . The IP core along with a router connected to it by Network Interface (NI) is displayed as a tile.

Definition 2: The NoC architecture graph is a directional graph A(T,L), whose each vertex ti∈T represents a tile in the NoC architecture, and its directional edge that is shown by li,j∈L shows a physical link from ti to tj .

The core graph mapping G(V,E) on NoC architecture graph A(T,L) is defined by a one to one mapping function.

map:V→T, s.t., map(vi) = tj, ∀ vi ∈ V, ∃ ti ∈ T, |V| ≤ |T |

Mapping algorithms are mostly focused on mesh topology (Architecture Graph) which is the most popular topology in NoC design due to its suitability for on-chip implementation and low cost. The definitions are presented in Fig. 1 and Fig. 2.

B. Routing Algorithm

The routing algorithm determines the path that each packet follows between a source-destination pair. Routing algorithms noticeably affect the cost and performance of NoC parameters i.e. area, power consumption and average message latency. Due to determined sources and destinations in application-specific NoC minimum-distance routing algorithms are mostly considered in this area which is computed off-line and admissible paths stored into the routing tables. For avoiding any possible deadlocks, we used the concept of application specific channel dependency graph (ASCDG) introduced in [26].

The proposed methodology is topology and application agnostic, the state-of-art mapping algorithm proposed in [27] is used to map Video Object Plan Decoder (VOPD) cores onto mesh topology. We have used minimum-distance routing algorithm in 3Dmesh i.e. XYZ. In XYZ routing algorithm, a packet is routed first along the X axis, then the Y axis and finally the Z axis.

IV. THE PROPOSED FAULT-TOLERANT DESIGN

In the mesh-based architecture which is the simplest and most dominant topology for today’s regular 3D network on chips, each core is connected to a single router. The natural and simplest extension to the baseline NoC router to facilitate a 3D layout is simply adding two additional physical ports to each router; one for Up and one for Down, along with the associated buffers, arbiters (VC arbiters and Switch Arbiters), and crossbar extension. We can extend a traditional NoC fabric to the third dimension by simply adding such routers at each layer.

If a failure occurs in a router in this topology, the failed router cannot be used any more for routing packets and the directly connected core obviously loses its communication with the network, so the expected requirements of the mapped application are not satisfied and the whole system breaks down.

In order to recover the inaccessibility of the core, we provide two steps: 1) Applying the spare router and new link interface. 2) Bypassing ports in each router to increase reliability and performance.
1. Selecting Spare Router and Using Link Interface

By assuming a faulty router in a mesh-based NoC, it is obvious that the core directly connected to the faulty router is inaccessible. Hence, each core is connected to two routers. They are main and spare routers which have been proposed in [20]. A router can inform the neighbors about its faulty status by setting a fault-status flag. This flag is checked by the neighboring routers and cores before starting any communication with the router.

Adding one port to all none-edge routers is not desirable, so to minimize hardware overhead, we used a component called Link Interface instead of router port. This module is suggested in order to reduce the overhead. After entrance of header flit into this module, destination address is decoded. As an example, if the address shows that connected core is the destination, header and its following flits will be sent to backup network interface of the core, otherwise they are routed to another output towards next router.

The Link Interface has been implemented with three processes which run concurrently; therefore it is able to transmit three dataflow as shown in Fig.3. This module has been also designed without using clock pulse that leads us to achieve better response time and power consumption.

Furthermore, we modify the algorithm in [28] not only for obtaining the best result in average response time, extra communication cost and system reliability, but also for having more routing path opportunities. This algorithm is explained in details in Fig.4.

Fig. 4. The pseudo code of selecting the best spare router

The proposed architecture that has been suggested in this step is shown in Fig.5. Each core is connected to its router via main local port and to the links using Link Interface via backup local port.

2. Bypassing Ports in a Router based on average response time of the system

To enable a competent fault-tolerant NoC design, we develop proposed architecture, with bypassing between ports in the failed router, which remarkably decreases delay and communication cost.

There is constraint selecting the ports: each port is limited only one other port in the failed router. At the beginning, when a router fails, we indicate the connections do not reach to destination. Then select the two ports based on the lowest average response time. This algorithm is discussed in details in Fig.6.

Table I. indicates the best ports which are preferred for bypassing in each router N: North Port, E: East Port, W: West Port, S: South Port, U: UP Port and D: Down Port.
V. EXPERIMENTAL RESULTS

Fault tolerance evaluates how reliability architecture can route messages in despite different types of faults. Video Object Plan Decoder (VOPD) as a case study has been mapped on a 3x8x2 mesh topology using the best mapping technique proposed in [25]. To evaluate our design, we perform four most important fault-tolerant metrics: reliability, yield, response time and hardware cost.

A. Reliability Analysis

The reliability of a NoC router \( R_t(t) \) is the probability that a router performs its functionalities correctly from time 0 to time \( t \). It is decided by the failure rate, \( \lambda(t) \), which is measured by the number of failures per time unit. After the router has passed the infant mortality period, we can express \( R_t(t) \) using the following equation [29]:

\[
R_t(t) = e^{-\lambda t}
\]  
(1)

To calculate the reliability of the system, simple serial and parallel rules are used; hence for each pair of source and destination nodes in core graph, the reliability of the path is production of reliability of the routers which are met through the unique path according to XYZ algorithm. Then the system reliability is calculated again, each time assuming each individual router fails and accordingly a new rerouting path is contemplating XYZ algorithm and the additional spare routers. The final analytical formulation for system reliability is as (2):

\[
R_{SOC} = \prod_{(i,j,k) \in CTG} \prod_{t=1}^{n} R_t + \sum_{i=1}^{n} (1 - R_i) [R_{(i,j,k)}(Router, Fails)]
\]  
(2)

In which, \((i,j,k)\) represent each pair of source and destination nodes in core graph. “S” shows the number of routers in each routing path and \( R_{(i,j,k)} \) is the reliability of the path from \( i \) to \( j \) and then to \( k \). We assume the failure rate of a router is \( \lambda = 0.00315 \) (times/year) [30].

Furthermore, for showing effect of mapping and number of TSVs that is used in sending packets, we execute different mapping algorithms in VOPD application such as Onyx [25], using least TSVs (LTSV), and using most TSVs (MTSV). The reliability of 3Dmesh compared to our design (3DP) over 1 to 50 years is shown in Fig. 7.

Moreover, the reliability of the links is affected in reliability of system as can be seen in Eq.3. The failure rate of a horizontal link is \( \lambda_{LH} = 0.0088 \) (times/year) [30]. Because failure probability of vertical links is more than horizontal links [14], we assume the failure rate of a vertical link is \( \lambda_{LV} = N \lambda_{LH} \) (N=1, 3, 6, 12).

\[
R_{L} = \prod_{(i,j,k) \in CTG} \prod_{t=1}^{n} R_t + \sum_{i=1}^{n} (1 - R_i) [R_{(i,j,k)}(Router, Fails)]
\]  
(3)

The reliability of 3Dmesh compared to our design when add reliability of links is displayed in Fig.8, also the probability of faulty free connections when one to three routers fail are displayed in Table II.
B. Yield Analysis

The yield of NoC is modeled by the yield of block and the yield of connection. Recent research has shown that correlation factor (Ω) between components should also be introduced in the yield calculation [31]. According to [31], our system’s yield is modeled by equation (4).

\[ y_{\text{NoC}} = (y_{\text{Block}})^n \cdot y_{\text{conn}} \]  

We assume a channel has 64-bit data wires, 4-bit control and 8-bit parity wires. The parameters used in our yield evaluation work are listed in Table III. [30].

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Clustering parameter</th>
<th>( y_1 )</th>
<th>True yield of other components</th>
<th>99.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_i )</td>
<td>Defect coverage for all components</td>
<td>99%</td>
<td>( y_{w-ctrl} )</td>
<td>Yield of control or parity wires</td>
</tr>
<tr>
<td>( y_c )</td>
<td>True core yield</td>
<td>97%</td>
<td>( \sigma_{ij} )</td>
<td>Correlation among two components</td>
</tr>
</tbody>
</table>

We perform the Monte Carlo simulation for the NoC yield. Fig. 9 shows the flow chart of our simulation. The experimental results are shown in Fig.10.

The yield of 3DNoC is very low [14], but the yield of system has improved 17% with applying our fault-tolerant architecture.

C. Average Response time Analysis

In order to compare the average response time of the reliable architecture and 3Dmesh, they have been designed in VHDL and synthesized using Xilinx ISE.

The proposed architecture significantly decrease the average response time on the faultless and 18 possible faulty routers compared with the 3Dmesh architecture as illustrated in Fig.11.

It should be pointed that it actually is a great achievement to develop a fault-tolerant NoC design which also has better performance. To explain in details, when all routers are correctly operating, new architecture improves the average response time by 52% comparing to mesh.

In Fig.12 we observe that the proposed approach allows decreasing the response time of system by 34% and tolerating permanent failure of each single router.

D. Hardware Cost

To recover from a permanent fault, hardware redundancy is mandatory and reduction of this overhead has always been an important issue in this area. In our design, we do not add any router port and instead a link interface was developed which helps to achieve less hardware overhead.

The proposed architecture designed and implemented in the Vertex E FPGA (v50ecs144-6). Our proposed fault-tolerant architecture added 15% redundancy camper with 3DMesh in the worst case as shown in Fig.13.
VI. CONCLUSION

To achieve the targeted reliability, the errors should be recovered. Permanent error recovery results in huge area and energy overhead. In this paper, a fault-tolerant application-specific architecture has been proposed to improve latency and yield with up to 15% area overhead in 3DNoC. This architecture is topology, application, mapping agnostic, but using a mapping with least hop counts is very important, because it leads to improving reliability, and yield. Furthermore, this fault-tolerant approach designed in VHDL and synthesized using Xilinx ISE. Simulation results show that the proposed method in 3DNoC reduces latency by 52% and achieves an up to 17% higher yield, compared to mesh. In 3DMesh, we must apply a mapping algorithm with using at least TSV and Extra Bandwidth.
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