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Abstract— El Nino southern Oscillation (ENSO) and Indian 
Ocean Dipole (IOD) have enormous effects on the precipitations 
around the world. Australian rainfall is also affected by these key 
modes of complex climate variables.  Many studies have tried to 
establish the relationships of these large-scale climate indices 
among the rainfalls of different parts of Australia, particularly 
Western Australia, New South Wales, Queensland and Victoria. 
Unlike the other regions, no clear relationship can be found 
between each individual large-scale climate mode and Victorian 
rainfall. Past studies considering southeast Australian rainfall 
predictability could achieve a maximum of 30% correlation. This 
study looks into the lagged-time relationships of these modes on 
Victorian spring rainfall. On the other hand, few attempts have 
been made to establish the combined effect of these indices on 
rainfall in order to develop a better understanding and 
forecasting system. Since rainfall is a complicated atmospheric 
phenomenon, linear techniques might not be sufficient enough to 
capture its characteristics.  This research attempts to find a 
nonlinear relationship between the Victorian rainfall and the 
lagged-indices affecting the region using Artificial Neural 
Networks (ANN). It was discovered that ANN modelling is able to 
provide higher correlations using the lagged-indices to forecast 
spring rainfall in compared to linear methods. Using these 
indices in an ANN model increased the model correlation up to 
99%, 98% and 43% for the three case study stations of Horsham, 
Melbourne and Orbost in Victoria, Australia respectively. it 
seems that IOD has a higher effect on the centre and west of 
Victoria more than the ENSO, while ENSO seems to have a 
stronger effect on the east side. This method can be used for 
other parts of the world where a relationship exists between 
rainfall and large scale climate modes which could not be 
established by linear methods.  

 
Index Terms—Rainfall, ENSO, IOD, forecasting, ANN 

 

I. INTRODUCTION 

Forecasting rainfall several months or seasons in advance can 
be beneficial for the management of water resources.  Many 
studies have tried to find the relationships between large-scale 
climate modes and rainfall in different parts around the world 
using different linear and nonlinear methods [1-6].  
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It is believed that Australian rainfall is affected by several 
major climate patterns. The major drivers bringing rainfall 
over Australia which have been investigated by many 
researchers are, El Nino Southern Oscillation (ENSO), Indian 
Ocean Dipole (IOD) and Southern Annular Mode (SAM) [7]. 
ENSO is represented by two different type of indices; the 
Southern Oscillation Index (SOI) which is a measure of Sea 
Level Pressure (SLP) anomalies between Darwin and Tahiti 
and Sea surface temperature (SST) anomalies in equatorial 
Pacific Ocean noted as NINO3 (5 oS – 5oN, 150o– 90oW), 
NINO3.4 (5o S – 5oN, 170o – 120oW) and NINO4 (5oS – 5oN, 
160o – 150oW) [8]. The IOD is also a coupled ocean-
atmosphere phenomenon in the equatorial Indian Ocean [9]. 
SAM is the major mode of atmospheric variability on the mid 
and high latitude of southern hemisphere.  SAM is not 
considered in this study due to its shorter range of data. Many 
researchers have conducted different studies in different parts 
of Australia trying to establish the relationship between these 
climate modes and Australian rainfall [7, 8, 10-16]. Victoria is 
one of the regions that so far did not show good correlation of 
its rainfall and the climate modes. According to [17] in 
comparison to eastern Australia and particularly Queensland, 
past studies considering southeast Australian rainfall 
predictability could achieve a maximum of 30% correlation. 
Other than the work of [18] which analysed the combined 
impact of ENSO and SAM on Victorian rainfall, other studies 
focused only on finding the relationship between rainfall and a 
single driver. In the work of [16] Murphy the maximum 
correlation of 37% was achieved for spring rainfall with spring 
NINO4. On the other hand, the studies did not take into 
account the relationship between previous time lags of these 
drivers as a potential predictor for future rainfall. Kirono et al, 
[7] is the only accessible publication which considered the 
relationship between Australian rainfall and two months 
average lag of different climate indices. 

According to [18] Victorian rainfall variability is not driven 
by a single climate mode. Further to investigating the effect of 
different lagged-time climate indices on Victorian spring 
rainfall, this paper also contributes to finding the lag 
relationship of combined climate indices and Victorian rainfall 
in order to have a better understanding of the variability of 
Victorian rainfall in regards to large scale climate modes. 
Thus, this study is distinguished from previous studies by 
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forecasting spring rainfall three consecutive years in advance 
by using the lag relationship of separate and combined climate 
indices. The combined ENSO-IOD sets include lagged 
NINO3-DMI, NINO4-DMI, NINO3.4-DMI and SOI-DMI, 
since there is no agreement on which of the ENSO indices can 
better represent this ocean-atmospheric phenomenon.  

II. DATA 

A. Rainfall Data 

Historical monthly rainfall data was obtained from the 
Australian Bureau of Meteorology for Horsham,  Melbourne 
and Orbost, Victoria, Australia as a case study. Fig.1 shows 
the location details of the station considered in this study. 
Spring (September - November) rainfall was obtained from 
monthly rainfall data from January 1900 to December 2009 
(www.bom.gov.au/climate/data/) .   

B. Climate Indices 

In this study, monthly values of NINO3, NINO4, and 
NINO3.4 were used as representation of ENSO.  In addition to 
this SST related indices, Southern Oscillation Index (SOI) 
which is the SLP representation of ENSO was also considered 
in this study. A measure of IOD is the Dipole Mode Index 
(DMI) which is the difference in average SST anomalies 
between the tropical Western Indian Ocean (10OS - 10ON, 50O 

- 70OE) and the tropical Eastern Indian ocean (10OS - Equator, 
90O - 110OE)[7]. ENSO and IOD indices were obtained from 
Climate Explorer website http://climexp.knmi.nl/ . 

 

 
 
Fig.1. Map of the study area  
(Adopted from www.bom.gov.au/jsp/ncc/climate_averages/rainfall) 

 

III. ARTIFICIAL NEURAL NETWORK.  

 
The parameters for ANN modelling are basically network 

topology, neurons characteristics, training and learning rules. 
Multi-Layered Perceptrons (MLP) are feed-forward nets with 
one or more hidden layers between the input and output 
neurons (Fig. 2). The number of input and output neurons is 
based on the number of input and output data. Basically, the 
input layer only serves as receiving the input data for further 
processing in the network. The hidden layers are a very 
important part in a MLP since they provide the nonlinearity 
between the input and output sets. More complex problems 
can be solved by increasing the number of hidden layers. The 
output neuron is the desired output of the model. The process 
of developing an ANN model is to find a) suitable input data 
set, b) determine the number of hidden layers and neurons, 
and c) training and testing the network. Mathematically, the 
network depicted in Fig. 2 can be expressed as follow: 

 
                                              (1) 

where   is the output of the network,   is the input to the 
network, and   are the weights between neurons of the 

input and hidden layer and between hidden layer and output 
respectively;    and  are the activation functions for the 
hidden layer and output layer respectively. According to [19] 
if extrapolating beyond the range of the training data is needed 
it is recommended to use sigmoiadal-type transfer functions in 
the hidden layers and linear transfer functions in the output 
layer. In this study   is considered tansigmoid function 
which is a nonlinear function and    is considered the linear 
purelin function defined as follow: 
 

                                                     (2) 

                                                  (3) 
  

 
          

                        
Fig. 2. A typical ANN architecture 

Early stop technique was used to stop the network from 
over fitting. Number of hidden neurons was chosen based on 
trial and error considering 5,10,15,20,25,30,35 and 40 hidden 
nodes. In this study, 1900-2006 was selected as the training 
and validation period and 2007-2009 was used as test period. 
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The data were normalized between the range of 1 and 0 with 
Eq. 4. The models were evaluated using mean square error 
(MSE), Pearson correlation (R) and index of agreement (d). 

 

                                (4) 

IV. RESULTS AND DISCUSSIONS 

ANN modeling was carried out for separate and combined 
climate indices considering 5, 10, 15, 20, 25, 30 and 35 hidden 
neurons for three stations in Victoria. The best model of each 
input set was chosen based on the least MSE of training, 
validation and testing set; the best hidden neuron varied for 
different models and a unity was not observed among the 
models. Tables I to III show the MSE of the models for the 
three stations. The models are named after their input set. The 
best models are bolded in each table. It can be seen from Table 
I that for Horsham the best model is the model with lagged 
DMI as the input with a MSE of validation-test of 0.019, the 
next best model is NINO3-DMI with a MSE of 0.053. Lagged 
DMI seems to be the best predictor of Melbourne spring 
rainfall as well with a MSE 0.037, followed by NINO3-DMI 
with a MSE of 0.052 (Table II). 

However, for Orbost which is located at far east lagged 
NINO4 is the better predictor (Table III). The MSE for Orbost 
are higher compared to Horsham and Melbourne; the results 
show that IOD has a higher effect on the centre and west of 
Victoria more than ENSO, while ENSO seems to have a 
stronger effect on the east side. This needs to be further 
investigated by considering more stations in the study. 

 
TABLE I. MSE of the best models for Horsham 

Model Train Valid Test Valid-Test
NINO3 0.020 0.109 0.008 0.117 
NINO4 0.009 0.043 0.062 0.105 
NINO3.4 0.026 0.043 0.072 0.115 
SOI 0.019 0.055 0.033 0.088 
DMI 0.024 0.015 0.004 0.019 
NINO3-DMI 0.047 0.037 0.018 0.055 
NINO4-DMI 0.017 0.046 0.009 0.055 
NINO3.4-DMI 0.00 0.032 0.021 0.053 
SOI-DMI 0.032 0.030 0.030 0.060 
 
 
TABLE II. MSE of the best models for Melbourne 

Model Train Valid Test Valid-Test
NINO3 0.027 0.030 0.050 0.080 
NINO4 0.025 0.032 0.042 0.074 
NINO3.4 0.074 0.027 0.029 0.056 
SOI 0.006 0.064 0.006 0.070 
DMI 0.022 0.032 0.005 0.037 
NINO3-DMI 0.016 0.041 0.011 0.052 
NINO4-DMI 0.053 0.046 0.009 0.055 
NINO3.4-DMI 0.020 0.032 0.021 0.053 
SOI-DMI 0.058 0.054 0.003 0.057 

 
 

Combining ENSO and OID did not improve the model 
performances. One explanation is that ENSO and IOD have 
different effective periods on Victorian rainfall; using the same 
lagged months for both indices in order to predict rainfall 
might not capture their nature efficiently. Thus, further study is 
underway to investigate the use of different lags of ENSO and 
IOD for rainfall prediction. Pearson correlation of these models 
with the rainfall of the three stations is shown in Table IV. By 
using lagged predictors as inputs in the ANN modeling, the 
authors were able to predict spring rainfall 3 consecutive years 
in advance for Horsham, Melbourne and Orbost with 
correlations of 99%, 98% and 43% respectively.   
 
TABLE III. MSE of the best models for Orbost 

Model Train Validation Test Valid-Test
NINO3 0.023 0.044 0.057 0.101
NINO4 0.015 0.055 0.019 0.074
NINO3.4 0.057 0.049 0.026 0.075
SOI 0.011 0.078 0.036 0.114
DMI 0.027 0.064 0.190 0.254
NINO3-DMI 0.083 0.110 0.018 0.128
NINO4-DMI 0.00 0.103 0.019 0.122
NINO3.4-DMI 0.054 0.062 0.030 0.092
SOI-DMI 0.018 0.061 0.024 0.085
 

Fig. 3shows the best models for the three stations. It can be 
seen from Fig. 3 spring rainfall of the region follows a very 
noisy pattern. Using the lagged climate indices as predictors 
ANN was able to model the series in a way that not only 
follows the pattern but also is able to predict long-term future; 
ANN is smoothly fitting the series capturing all the peaks and 
minimum, however, it can be seen that validation and test sets 
are not well-modeled as the training set. This can be overcome 
by doing a K-fold cross-validation which is going to be done in 
the future work. 
 
 
TABLE IV.Pearson correlation of the best models 

Model Train Validation Test 
Horsham 66 74 99 
Melbourne 56 34 98 
Orbost 84 38 43 

 
 
For better assessment of the model performance, an 

additional criterion, the Index of agreement (d) [20] has been 
chosen for model comparison. A ‘d’ value close to 1 indicates a 
better fitted model.  Table V shows ‘d’ values for the three 
stations. Horsham is having a high ‘d’ value both in validation 
and testing set while for Melbourne only the test has an 
acceptable ‘d’. The ‘d’ value for Orbost is showing an average 
mode regarding predictibility.  
 
 
TABLE V. ‘d’ values for the best models 
Model Train Validation Test 
Horsham 0.75 0.81 0.94 
Melbourne 0.62 0.37 0.92 
Orbost 0.90 0.63 0.52 
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Fig. 3. Comparison of ANN model for spring rainfall for the three stations, (1900-1990=training period, 1991-2006= validation period, 2007-2009=testing period 
for ANN). 
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V. CONCLUSIONS 

This study attempted to predict spring rainfall three 
consecutive years in advance by considering single and 
combined lagged climate indices as potential predictors. A 
nonlinear Artificial Neural Networks method was performed in 
order to investigate the predictability of spring rainfall using 
lagged ENSO, IOD and ENSO-IOD representatives. NINO3, 
NINO4, NINO3.4 and SOI were chosen as ENSO 
representatives and DMI was chosen as IOD representative, the 
previous studies were focusing on finding the effect of these 
indices separately on Victorian rainfall but could not achieve a 
correlation of more than 30%. This study discovered that the 
single lagged climate indices have more effect on rainfall 
predictability than the combined lagged climate indices. Using 
these indices in an ANN model increased the model correlation 
up to 99%, 98% and 43% for the three case study stations of 
Horsham, Melbourne and Orbost respectively. It seems that 
IOD has a higher effect on the centre and west of Victoria more 
than the ENSO, while ENSO seems to have a stronger effect on 
the east side. 

There is a need to further investigate this method on other 
different rainfall stations which will be covered in future 
studies. Also the effect of each lag on the predictability of 
rainfall needs further attention in a sensitivity analysis 
procedure.  
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