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Abstract—In this study, we propose a framework for proba-
bilistic text generation of human motions extracted from Kinect
videos. We capture human motions by a Kinect camera and
extract the time-series data of the motions from the videos.
The time-series data are applied by several dimension reduction
procedures and then turned to be the form which can be applied
to machine learning. A pair of the analyzed time-series data
and its intermediate representation which corresponds to the
semantics of the human motion is learned by a log-linear model.
As linguistic resources to generate a text, we collected various
natural language expressions for human motions and build a
bi-gram model for each motion. In our framework, once the
intermediate representation is decided by observing time-series
data; a proper bi-gram model corresponding to the intermediate
representation is chosen; and then a text is generated by
solving dynamic programming of the bi-gram model. Through
experiments to generate texts describing human motions, we
have confirmed that our proposed framework works well.

Index Terms—probabilistic text generation, bi-gram, Sym-
bolic Aggregation approXimaion(SAX), time-series data, Kinect

I. I NTRODUCTION

I T has recently been getting easier to obtain huge amount
of moving pictures. Whereas, it cannot say that we can

well utilize those data for particular purposes — for example,
in order to grasp the content of the videos recorded by
a surveillance camera, we need to watch through all the
videos, but that is considerably time-consuming work. At
this point, if events happened in a video can be recognized
and be described by natural language sentences, it will be
easy for us to grasp the content of the videos and achieve
various applications such as scene retrieval by words, etc.
Considering this, in this study we propose a framework for
probabilistic text generation with visual information as input
information.

II. RELATED STUDIES

As the studies related to text generation with multimedia
information as input information, Ding et al. [1], [2] have
built a system that generates textual summaries of Internet-
style video clips. In the study of Tan et al. [3], a variety
of visual and audio concepts in video contents are classified
and the classification results are applied to simple rule-based
methods to generate textual descriptions of video contents.
Kobayashi et al. [4] have proposed a method to verbalize
human behaviors in a room. Barbu et al. [5] have developed
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a system that produces sentential descriptions of short video
clips. These sentences describe who did what to whom, and
where and how they did it. The text generation methods
adopted in these studies is basically based on templates-based
generation or generation using a small set of grammar.

To flexibly generate texts, many studies taking a proba-
bilistic approach to text generation have been so far stud-
ied. Lapata [6] has built a model that learns constraints
on sentence order from a corpus of domain-specific texts
and an algorithm that yields the most likely order among
several alternative. Belz and Kow [7], [8] have proposed
a framework that combines probabilistic generation method
with a comprehensive model of the generation space, and
built a system that can generate weather forecast texts. Lu
et al. [9] have proposed a text generation model with hybrid
tree representation in which both the meaning representation
and natural language are encoded in a tree, and showed their
model performs better than a previous state-of-the-art natural
language generation model.

As the studies most related to our study, we can take
up the studies by Liang et al.[10], Angeli et al. [11], and
Konstas et al. [12], [13]. Liang et al. [10] have proposed a
method to learn the correspondence between a text and its
semantics with less supervision and domain independent. In
their framework, the semantics corresponds to the data base
records which store the information about the states of events
in themselves, and the correspondence between parts of the
records and the segments of natural language description of
the content of the records is obtained by machine learning.
Angeli et al. [11] propose a text generation model that
unifies content selection and surface selection based on the
model proposed by Liang et al. [10], and have introduced
decision making into the generation process. Konstas et al.
[12], [13] define a probabilistic context-free grammar that
globally describes the inherent structure of the input. They
also use database records and text describing some of them
as input information as well as the studies by Liang et al.
[10] and Angeli et al. [11]. They represent their grammar
as a weighted hypergraph and generate a text as the task of
finding the best derivation tree for a given input.

We have employed some ideas of these most related
studies in our study – we have introduced a log-linear
model to learn correspondences between analyzed time-series
data and natural language descriptions of human motions.
Although our text generation method is simple and cannot
generate a complicated sentence which grammar is required
to generate it, a simple but likely sentence can be easily
generated with a moving picture as input information.

III. OVERVIEW OF PROPOSED FRAMEWORK

The overview of our proposed framework is illustrated in
Figure 1. At first, the time-series data of human motions
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Fig. 1. Overview of probabilistic text generation of human motions

are recorded by tracking multiple joints of human skeleton
with the libraries for a Kinect camera[14]. Several dimension
reduction procedures are applied to the observed time-series
data, and then the analyzed data are stored in a data base with
the intermediate representations which correspond to the se-
mantics of human motions and bridge the gap between time-
series data and natural language sentences. After that, by
adopting machine learning for the correspondence between
analyzed time-series data and an intermediate representation,
we build a human motion identifier with visual information
as input information. To build linguistic resources used
for text generation, we conduct a subject experiment to
collect sentences which describe human motions and then
build bi-gram models based on the collected sentences for
each intermediate representation. So, once an intermediate
representation is selected, a corresponding bi-gram model
to the representation is selected, and then the most likely
combination of words is selected as a linguistic summary
for the human motion by applying dynamic programming to
the selected bi-gram model.

A. Processing of time-series data

We obtain the time-series data of human motions with
a Kinect camera. MicroSoft has provided a Kinect camera
with standard software libraries which enable to estimate the
position of each joint of human skeleton, and human position
can be estimated by using 3-dimensional data by each joint.
In this study, the positions of human joints are estimated
with RGB information and the information observed by a
depth sensor, and then the time-series data of the axioms of
x,y, and z (depth) of the four positions: head, the center of
shoulders, right and left hands are estimated (see, Figure 2).

Fig. 2. Time-series data obtained by a Kinect camera

The time-series data of tracking multiple joints of human
skeleton are converted into a series of letters by means of
Symbolic Aggregation approXimation (SAX) [15].

The human motions are extracted from a series of letters
obtained by SAX. Here, we regard that a human being did
not move if the letters of all observing joints did not change
from the previous states, and also regard that she or he moved
if any letters change from the previous states (see, Figure 3).

In a series of letters, the parts where human motions are
observed are translated into numerical values which show
the amount of changes (see, Figure 4), and aggregated into
more simple numerical values (see ‘Reduction’ part in Figure
5). This process enables to identify the same actions even
though a series of letters is slightly different because of the
different positions or speeds of human movements. Further-
more, in order to extract main movements, the movements
whose amount of changes do not exceed 2 are removed as
observation errors (see ‘Final observation’ in Figure 5).
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Fig. 3. An example of extracting a motion

Fig. 4. Amount of changes in a series of letters

B. Intermediate representations for human motions

In our text generation framework, the intermediate rep-
resentations, which bridge the gap between time-series data
and natural language sentences, are required to decide which
linguistic resources should be used to generate a text. We
have defined a small set of the intermediate representations
only enough for expressing simple human motions employed
in this study (see, Table I).

TABLE I
INTERMEDIATE REPRESENTATIONS FOR HUMAN ACTIONS

action intermediate representation meaning
up ‘‘{ object, up}’’ upward movement

down ‘‘{ object, down }’’ downward movement
left ‘‘{ object, to_left }’’ leftward movement
right ‘‘{ object,

to_right }’’
rightward movement

pass ‘‘{ object1, object2,
pass} ’’

cooperative
movement

swing ‘‘{ object, swing }’’ movement of swing-
ing

The objects in the intermediate representations are the
joints of human skelton, e.g., head, left and right hands, etc.

C. Motion identification from time-series data

In oder to obtain an identifier of human motions, we
adopt a log-linear model to learn the correspondence be-
tween the analyzed time-series data and the intermediate
representations. Here,d indicates the final observation data
after processing time-series data explained in section III-A,
and y indicates the intermediate representations of human
motions. By using feature vectorϕ consisting ofd and y,
P (y|d) is modeled with the log-linear model expressed in
equation (1). Here,Zd,w is a coefficient for normalization.

P (y|d) = 1

Zd,w
exp(w · ϕ(d, y)) (1)

Fig. 5. The process of data compression and selection

D. Text generation based on a bi-gram model

We employ a simple text generation method based on a
bi-gram model. To build a bi-gram model for each human
motion, we conduct subject experiments to collect various
natural language descriptions to express a particular human
motion.

Once a particular intermediate representation for observed
time-series data is chosen, a bi-gram model is chosen as the
linguistic resources to generate a text. However, there are
several ways of describing a human motion, some people
might describe a motion with 10 words, the other people
might describe the motion with 15 words. Considering this,
we introduce “null” label into the bi-gram model so that the
most likely sentence can be generated without depending on
the lenght of a sentence. The “null” labels are treated as
the same as words in a setence, in other words, each of
them has uni-gram and bi-gram as well as the other words.
To deal with the “null” labels in that way, the following
pre-processing for each sentence is required before applying
dynamic programming to the bi-gram model – first, we
obtain the maximum and minimum length of sentences.
Secondly, we obtain the value of subtracting the minimum
number from the maximum number, which corresponds to
the maximum number of “null” labels used in the sentence
with the minimum length. Thirdly, if a sentence is not the one
with the maximum length, “null” labels with a number are
inserted in decsending order from the end of the sentence
toward the beginning of the sentence. Figure 6 shows an
image of introducing “null” labels in sentences.

Fig. 6. An image of introducing “null” labels

By inserting “null” labels with different numbers, they can
be treated as different words, in other words, each of them
can be treated as a part of bi-gram model. Furtheremore, in
this study when constructing a bi-gram model, we remove
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Fig. 7. Bi-gram model with null labels

definite and indefinite from the sentences, because both can
be associated with many words, therefore, it will be difficult
to generate a proper sentence if they are in a bi-gram model.
Figure 7 illustrates a bi-gram model for describing a human
motion: pick up a ball.

We apply dynamic programming to a bi-gram model to
generate the most likely sentence for describing a human
motion.

IV. EXPERIMENT

We conducted an experiment to express a simple human
action, in which a person picks up a ball and puts it in a box
(see, Figure 8), with natural language sentences.

Fig. 8. The target behavior to be described with natural language

A. Experimental settings

First, we predefine the target human behavior consists of
three motions:pick, pass, andput. This is because it is quite
difficult to decide automatically which part in human action
should be described by natural language sentences. Here, we
decide that natural language description of a human action
is generated in each motion. We conducted an experiment in
which a subject watches Kinect videos of the target human
action and describes it with natural language. The number of
subjects were 12. As for the features of the collected natural
language sentences to explain each motion, the number of
sentences and the number of words and kinds of words which
appear in the sentences are shown in Table II. Based on the
collected sentences, we construct a bi-gram model.

We constructed an identifier of human motions by means
of a log-linear model through 5 trials by using 15 training
data and 5 evaluation data which are randomly selected
among all 20 data of the same human motion as the target
motion to be described by natural language. The average of
the accuracy of the identifier is 84 %. We used this identifier
to decide the intermediate representation for text generation.

TABLE II
FEATURES OF COLLECTED SENTENCES

Motion Sentences words Kinds of words

1 33 274 47
2 18 142 28
3 36 290 28

B. Result

As a result, as for the first motion, the intermediate rep-
resentation of the motion is recognized as‘‘{left_hand,

up} ’’, and as for the second motion, the intermediate rep-
resentation of the motion is recognized as‘‘{left_hand,

right_hand, pass }’’, as for the third motion, the in-
termediate representation of the motion is recognized as
‘‘{ right_hand, down }’’. These results are the ones ex-
pected to be chosen. Next, we apply dynamic programming
to the corresponding bi-gram models to the selected inter-
mediate representations for generating the most likely texts
to explain the motions.

As a result, Table III shows the top three generated
sentences with the value of likelihood for each motion.

V. D ISCUSSIONS

From the result, we have confirmed that the sentences
which properly describe human motions are generated. Fur-
thermore, we see from the generated sentences in Table III
that some sentences do not have the symbol of the end of
a sentence, ‘|’. This is because the bi-gram model is built
based on the combination of bi-grams of the words appeared
in the collected sentences. Therefore, there is possibility
that a generated sentence becomes a longer sentence than
any collected sentences, besides we have introduced “null”
labels in the bi-gram model. On the other hand, the longer a
sentence is, the less likelihood of the sentence is. Therefore,
under an assumption that it is likely that there is not any
longer sentence than the collected sentences, we set the
number of words in a generated sentence as the maximum
number of words which the corrected sentences have in
the collected sentences. Considering these things, we have
decided the maximum length of a generated sentence is
enough for the maximum length of a sentence collected
by the subject experiment, if any “null” labels appear in a
generated sentence.
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TABLE III
THE GENERATED SENTENCES IN THE TOP THREE RANKING

Motion Generatedsentences Likelihood
• A, person, picks, up, pink, ball, . , null8, null 9, null 10, null 11, null 12, null 13, null 14, null 15, | 5.68e-24

1 • A, person, picks, up, ball, with, left-hand, . , null8, null 9, null 10, null 11, null 12, null 13, null 14, null 15 2.52e-24
• A, person, picks, up, pink, ball, with, left-hand, . , null8, null 9, null 10, null 11, null 12, null 13, null 14 2.10e-24
• A, person, passes, ball, to, right-hand, . , null7, null 8, null 9, null 10, null 11 6.29e-16

2 • A, person, passes, red, ball, to, right-hand, . , null7, null 8, null 9,null 11, null 10 3.08e-18
• A, person, passes, ball, from, left, to, right-hand, . , null7, null 8, null 9 2.05e-18
• A, person, puts, ball, in, box, . , null8, null 9, null 10, | 4.90e-15

3 • A, person, puts, ball, in, box, . , null7, null 8, null 9, null 10 1.22e-15
• A, person, puts, ball, to, another, box, . , null7, null 8, null 9 2.16e-16

VI. CONCLUSION

We have proposed a framework for probabilistic text gen-
eration of human motions extracted from Kinect videos. The
human motions extracted from Kinect videos are observed as
time-series data; the data are applied by several dimension
reduction methods; and then turned to be a proper form for
machine learning. We applied dynamic programming to a
bi-gram model, built based on the collected natural language
sentences through a subject experiment, for the most likely
combination of words to express an observed human motion.
In addition, by introducing the “null” labels with a number
in the bi-gram model, we could generate the most likely
natural language sentence without limitation of the number of
words in a generated sentence. Furthermore, unlike template-
based text generation, our approach is to generate the most
likely texts based on probabilistic model – which means that
various natural language expressions can be generated as
linguistic resouces, i.e., collected sentences, increase.

On the other hand, we have not yet introduced the knowl-
edge of syntactics and the knowledge about objects in the
world into our framework. So, as future work, we are going
to introduce those kinds of knowledge and then improve our
framework so that it can generate texts to more precisely
explain obserbed phenomenon. We also like to achieve more
flexible correspondence between the intermediate represen-
tations and bi-gram models, and tackle the problem of how
to divide human behaviors into the motions to be described
by a natural language sentence.
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