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Abstract— In acoustic logging, large amounts of data put 

forward severe challenges for data transmission, storage and 

processing. Data compression techniques, to some extent, may 

relieve this problem. In this paper, we first review the basic 

principle of the linear prediction, and appropriately improve 

common optimal linear prediction method to get a new optimal 

linear prediction method that maps integers to integers. Then, 

we explore an appropriate bit-recombination mark coding 

approach according to the characteristics of prediction errors 

sequence. Finally, we propose a new lossless compression 

method for acoustic waveform data based on linear prediction 

and bit-recombination mark coding. The compression and 

decompression programs are developed according to the 

proposed method. Field acoustic logging waveform data are then 

applied to compression and decompression tests and the 

compression performances of our method and several other 

lossless compression methods are compared and analyzed. Test 

results validate the correctness of our method and demonstrate 

its advantages. The new method is potentially applicable to 

acoustic waveform data compression. 

 
Index Terms— acoustic, linear prediction, logging, lossless 

compression, mark coding 

 

I. INTRODUCTION 

N well logging, large amounts of data need to be sent from 

downhole to the surface by means of a very band-limited 

cable telemetry system. The limited bandwidth usually results 

in prolonging of expensive rig-time and/or the sacrificing of 

borehole information [1][2]. In logging while drilling (LWD), 

the data transmission rate of telemetry system becomes more 

evidently incapable of satisfying field requirements [3][4][5]. 

The amount of acoustic logging data is particularly large, and 

the data transmission efficiency is limited by the low data 

transmission rate more severely. Therefore, it is necessary and 

important to introduce data compression [1][6] techniques to 

acoustic logging. 

Acoustic waveform data compression technology has a 

wide application prospect in the acoustic logging business. In 
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recent years, scholars all over the world have conducted 

numerous studies on the acoustic waveform data compression. 

Robinson used a simple predictive model of waveform and 

Huffman coding in the compression of audio data [7]. Wu 

applied linear prediction and Huffman coding to the 

compression of acoustic exploration signals [8]. Qiang et al. 

studied a lossy wavelet transform compression method for 

acoustic logging waveform data [9]. Bernasconi et al. 

proposed a lossy data compression algorithm based on the 

wavelet transform for LWD [10][11]. This method might 

achieve a large compression factor (the inverse of 

compression ratio, defined as the ratio of the size of input 

stream to that of output stream [6]) on the condition that the 

quality of signals did not degrade a lot. Wu et al. [12], Li et al. 

[13] and Zhang et al. [14] studied lossy compression methods 

for downhole waveform signals. Liu et al. presented a lossless 

compression scheme for acoustic LWD data [15]. Jia et al. 

tested the compression effects of several compression 

algorithms, including lossless and lossy algorithms, on the 

field acoustic logging waveform data [2]. Moreover, Davis 

[16], Mandyam et al. [17], Ergas et al. [18] and Stromberg et 

al. [19] studied compression methods for seismic waveform 

data.  

Above review shows that common acoustic waveform data 

compression methods are mostly lossy, and it is difficult to 

find a lossless compression method with large compression 

factor for acoustic logging waveform data. This condition has 

motivated the present work, which presents a new lossless 

compression method for acoustic waveform data. This 

approach is lossless and promising, with the advantages of a 

simple algorithm, large compression factor and stable 

compression capability. Field acoustic logging waveform data 

are applied to test our method and several other lossless 

compression methods. Test results show that our method can 

compress and decompress the acoustic waveform data 

losslessly. Moreover, the compression performance (the 

compression factor is used to evaluate the compression 

performance of a compression method) of our method is 

superior to that of the other tested methods. 

This paper is organized as follows. Section II gives a 

review of the basic theory of linear prediction, and introduces 

the integer-to-integer optimal linear prediction; Section III 

describes the bit-recombination mark coding method; Section 

IV delineates the compression and decompression methods; 

Section V shows compression and decompression test results, 

and compares and analyzes the compression performances of 

all tested methods; Finally, the discussion and conclusions are 
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presented in Section VI. 

 

II. LINEAR PREDICTION 

Linear prediction is a prediction method that predicts the 

current sample of a signal by a linear combination of the N  

immediately-preceding samples [17][20][21]. In a stream of 

correlated acoustic waveform samples ( )( 1,2,3, )s t t   , 

almost every sample ( )s t  is similar to its predecessor ( 1)s t   

and its successor ( 1)s t  . Thus, a simple 

subtraction ( ) ( 1)s t s t  normally produces a small 

difference. Consecutive acoustic waveform samples may 

become larger and larger and be followed by smaller and 

smaller samples. It therefore makes sense to assume that an 

acoustic waveform sample is related in a simple way to 

several of its immediate predecessors and several of its 

successors. This assumption is the basis of the technique of 

linear prediction. A predicted value ˆ( )s t  for the current 

sample ( )s t  is computed from the N  immediately-preceding 

samples by a linear combination 

 
1

ˆ( ) ( )
N

i

i

s t a s t i


  , (1) 

where N  is the order of the predictor, ( 1,2, )ia i N   are 

predictor coefficients. Then the residuals (also termed 

prediction errors) can be obtained by 

 ˆ( ) ( ) ( )e t s t s t  , (2) 

When the predictor order N  is a constant, the predictor 

coefficients are vital to the performance of the predictor. 

Generally, the predictor coefficients determined by the 

optimization method may produce a good prediction, and the 

corresponding prediction method is called as the optimal 

linear prediction [20]. 

Notice that the predictor coefficients determined by the 

optimization method are generally not integers, which may 

result in the residuals are not integers even if the original 

signal consists of integer samples. Yet, for lossless 

compression it would be of interest to be able to characterize 

the residuals completely again with integers. This aim can be 

achieved by improving common optimal linear prediction. By 

analyzing (1) and (2), it is easy to find that what results in the 

residuals are not integers is that the predicted values are not 

integers. Therefore, we can obtain the integer residuals by 

truncating the predicted values. According to this idea, we can 

derive the integer-to-integer optimal linear prediction formula 

from (1) and (2), and it can be written as 
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where x    stands for the largest integer not exceeding x , 

the 0.5 added at the end is to reduce the error caused by 

truncating, and the coefficients ia are determined by using the 

optimization method. According to (3), we can easily 

calculate the original samples from the residuals by 
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By comparing (3) with (4), it is easy to find that the 

predictor and the truncating processing in (4) are all the same 

as those in (3). Therefore, we can reconstruct the original 

signal losslessly from the residuals by (4). 

III. BIT-RECOMBINATION MARK CODING 

The optimal linear prediction is used to remove correlation, 

which reduces the redundancy of the original signal. However, 

the residuals still need to be transmitted or stored in a storage 

device finally. To compress the data file (to reduce the size of 

the data file) as much as possible, the selection of an 

appropriate coding means is vitally important. In this paper, 

we explore a novel effective bit-recombination mark coding 

means according to the characteristics of residuals. We apply 

the arithmetic coding, LZW (a dictionary compression 

method that developed by Lemple, Ziv, and Welch, and 

named by the acronym of their names [20]) and our coding 

means to compress the residuals of acoustic logging 

waveform data. The results show that our coding means is 

superior to arithmetic coding and LZW apparently. 

A. Mark Coding 

The idea of mark coding is inspired by the Index-Data record 

format [13]. However, the Index-Data record format is not advanced 

enough and is effective only when the probability that 0 occurs is 

significantly larger than that of other data. In this paper, we explore 

a more effective mark coding means that can encode the integer 

sequence adaptively according to its characteristics. 

The mark coding is to encode the data stream by a special means. 

That is, we use a shorter code word (substitution mark) that occupies 

as less bits as possible to replace the datum that has the largest 

occurrence probability while without changing other data (each 

datum is regarded as a nonreplaced code word) to record the input 

data stream. Moreover, a non-substitution mark is given before each 

nonreplaced code word. Except for the substitution marks, the other 

nonreplaced code words have the same length. The given 

non-substitution marks are to distinguish the replaced code words 

from the nonreplaced code words during decoding and to guarantee 

the accuracy of the decoding. 

Two types of marks are applied to our mark coding means that 

can adaptively select the correct record format to encode the input 

data stream according to the probability distribution characteristics 

of local data. Our mark coding means can be implemented by three 

procedures. The first procedure is to divide the input data stream 

into several data blocks, in which the fore data blocks have the same 

size while the last one may be smaller. The second procedure is to 

count the occurrence probability of all data in the selected block and 

then to record the largest probability value and the corresponding 

datum. The third procedure is to select the mark record format or the 

normal record format to encode the selected data block according to 

the largest probability value recorded in the second procedure. The 

selection rule of the record format is that when the largest 

probability value is larger than the given appropriate threshold, the 

mark record format is selected; otherwise, the normal record format 

is selected. The third procedure is the most important but the most 

difficult part. In practical coding, each data block of the input data 

stream is encoded successively until the last data block is encoded. 

First, a special bit mark that indicates which record format is 

selected for the encoded data block is outputted, which is the first 

type of mark. The data block is then encoded according to the 

selected record format. If the mark record format is selected, the 

datum that has the largest occurrence probability is outputted first 

and each datum of the data block is then encoded successively. 

When the input datum is the datum that has the largest occurrence 
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probability, the substitution mark is outputted to replace it. 

Otherwise, the input datum is outputted without discarding or 

changing any bit and a non-substitution mark is outputted before it. 

The substitution or non-substitution mark is the second type of mark. 

If the normal record format is selected, each datum of the data block 

is outputted successively without discarding or changing any bit. 

The whole input data stream can be encoded successfully according 

to this rule. The processes of the mark record format and the 

complete mark coding method are depicted in Fig. 1 and Fig. 2, 

respectively. 
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OUTPUT A SUBSTITUTION 
MARK

OUTPUT A NON-SUBSTITUTION 
MARK AND THE DATUM

YES NO
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NO

BEGIN
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Fig. 1. Process of the mark record format. 
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Fig. 2. Process of the mark coding method. 

 

The input data stream is divided into several data blocks for 

encoding. The advantage is that the correct coding format can 

be selected adaptively to encode the input data stream 

according to the probability distribution characteristics of 

local data. However, the common mark coding format does 

not have this adaptability. When the input datum is not the 

datum that has the largest occurrence probability and if the 

common mark coding format is applied to encode, it is 

necessary to output the input datum without discarding or 

changing any bit and a non-substitution mark. However, an 

excessive number of non-substitution marks may also occupy 

a large number of bytes, which is not beneficial for improving 

the compression performance. Therefore, if the common mark 

coding format is still applied to encode when there is no 

datum that has a significantly larger occurrence probability 

than others, numerous non-substitution marks have to be 

outputted. This may result in the size of compressed data file 

is much larger than that of the original data file. In this case, 

the bad result can be avoided by selecting the normal record 

format to encode. 

Our mark coding method can adaptively select the correct 

record format to encode according to the probability 

distribution characteristics of the data in each data block. 

When the largest counting probability value is larger than the 

given threshold, the mark record format is selected to encode, 

which results in the bytes occupied by the compressed data 

block are fewer or much fewer than that occupied by the 

original data block. Otherwise, the normal record format is 

selected to encode, which results in the bytes occupied by the 

compressed data block and the original data block are the 

same. Thus, the bytes occupied by each compressed data 

block are fewer than or equal to that occupied by the 

corresponding original data block, and the whole input data 

stream is compressed successfully. Therefore, our mark 

coding method, to some extent, may always have compression 

ability, and the size of the compressed data file will never be 

much larger than that of the original data file. 

B. Bit-recombination 

The function of bit-recombination that serves for the mark 

coding is to increase the occurrence probability of a datum, 

and in most cases, the occurrence probability of zero is 

increased. The idea of bit-recombination is inspired by the 

shuffle principle [22]. The bit-recombination process that is 

applied to our compression method can be described as 

follows. First, the most significant bit (or sign bit) of each 

datum of the input data stream is extracted successively, 

followed by the succeeding bit, and so on until the least 

significant bit of each datum is extracted successively. Then, 

all the extracted bits are combined sequentially to yield a new 

data sequence. 

The mean squared value of the residuals is significantly 

smaller than that of the original signal samples. Therefore, the 

high order bits of the residuals primarily consist of 0, which is 

suitable for bit-recombination. Theoretically, the 

bit-recombination may significantly increase the occurrence 

probability of zero for this type of data. The 

bit-recombination is applied to the residuals of acoustic 

logging waveform signals. Results indicate that the 

occurrence probabilities of some data, particularly the 

occurrence probability of zero, are increased, which is 

beneficial for improving the compression performance. 

 

IV. COMPRESSION AND DECOMPRESSION METHODS 

The compression method mainly consists of four parts. 

First, the integer-to-integer optimal linear prediction is 

applied to the original waveform signal. Second, the data type 

of the residuals is converted, which converts the signed 

integers into unsigned integers. Third, the bit-recombination 

is applied to the unsigned integer residuals. Forth, the mark 

coding is performed. The compression process is depicted in 

the bottom part of Fig. 3. 

The principles and implementation approaches of the 

integer-to-integer optimal linear prediction, 

bit-recombination and mark coding have already been 

discussed in detail. Data type conversion in the compression 
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is to convert signed integers into unsigned integers, which has 

two advantages. First, there is no need to process the sign bit 

of each datum specially in the compression and 

decompression. Second, it may improve the performance of 

bit-recombination mark coding and thus may improve the 

compression performance as well. 

Data type conversion can be implemented by an overlap 

and interleave scheme, in which all values are re-assigned to 

some positive number in a unique and reversible way [23]. 

According to this scheme, the thn negative value (i.e., n ) is 

mapped to the thn  odd number (2 1)n , and the thm  positive 

value is mapped to the thm  even number (2 )m . This may be 

expressed mathematically as 

 
2 , ( 0)

2 1, ( 0)

x x
y

x x


 

  
, (5) 

where x  stands for the signed integer while y for the 

unsigned integer. 

Data decompression is the reverse process of data 

compression and mainly consists of four parts. First, mark 

decoding, which is the reverse process of mark coding, is 

applied to the compressed acoustic waveform data. Second, 

bit-recovery, which is the reverse process of 

bit-recombination, is applied to the data. In this process, each 

bit of all data is returned to its original position before 

bit-recombination. Third, data type conversion is performed. 

This process is to convert the data into signed integers from 

unsigned integers, and the conversion formula can be easily 

obtained according to (5). Fourth, signal reconstruction is 

implemented according to (4). The decompression process is 

depicted in the upper part of Fig. 3. 
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Fig. 3. Compression and decompression processes. 

 

The implementation method of each part of decompression 

can be easily obtained according to the principle and 

implementation method of the corresponding part of 

compression. Since all parts of compression are reversible, 

the entire compression method is also reversible. That is, the 

original waveform signal can be exactly reconstructed from 

the compressed acoustic waveform data by the decompression 

method. This is proven by compression and decompression 

tests of field acoustic logging waveform signals. 

 

V. APPLICATION EFFECT AND ANALYSIS 

Compression and decompression programs are developed 

according to the corresponding compression and 

decompression methods discussed above. 12 acoustic logging 

waveform traces are selected arbitrarily from the field data 

acquired by a Multi-Pole Acoustic Logging (MPAL) tool and 

are applied to compression and decompression tests. Each 

waveform trace consists of 4 near monopole waveforms, 8 far 

monopole waveforms and 4 × 8 dipole waveforms. 

An arbitrary waveform trace is first applied to the 

compression and decompression tests of our method. The 

decompressed waveform is then compared with the original 

waveform, as shown in Fig. 4 (only a part of the waveform is 

shown for ease of observation). From the Fig. 4, it is easy to 

find that the decompressed waveform completely coincides 

with the original waveform and that the error values (the 

differences between the decompressed waveform samples and 

the corresponding original waveform samples) are all zero. 

This proves that our compression method is lossless. 
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Fig. 4. Comparison between decompressed waveform and original 

waveform. 

 

In addition, all the 12 acoustic logging waveform traces are 

applied to compression and decompression tests. The tested 

compression methods include classical arithmetic coding, 

universal WinRAR software, Free Lossless Audio Codec 

(FLAC) software, Monkey’s Audio software and our method. 

FLAC and Monkey’s Audio are both professional audio data 

compression software [24][25]. 

Test results show that all tested compression methods are 

lossless. Table I shows the compression performances of all 

tested compression methods for acoustic waveform data. 

Where A, B, C, D and E refer to the arithmetic method, 

WinRAR, FLAC, Monkey’s Audio and our method, 

respectively; the ACF refer to the average compression factor; 

the size of each original trace data file is 21968 bytes; and an 

eighth-order predictor is used in our method. 

 
TABLE I. COMPRESSION PERFORMANCES OF ALL TESTED METHODS 

Trace 

NO. 

Compression factor 

A B  C  D  E 

1 1.15 1.45 0.94 1.55 1.65 

2 1.17 1.46 0.95 1.57 1.66 

3 1.13 1.44 0.93 1.51 1.62 

4 1.15 1.46 0.94 1.54 1.65 

5 1.16 1.47 0.94 1.55 1.68 

6 1.15 1.47 0.94 1.56 1.66 

7 1.15 1.49 0.96 1.60 1.71 

8 1.15 1.50 0.96 1.60 1.73 

9 1.16 1.48 0.96 1.58 1.71 

10 1.14 1.43 0.93 1.51 1.56 

11 1.14 1.45 0.93 1.54 1.66 

12 1.15 1.46 0.95 1.55 1.67 

ACF 1.15 1.46 0.94 1.55 1.66 

 

Table I shows that the size of data file compressed by 
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FLAC exceeds that of the corresponding original waveform 

data file, that is, FLAC has no compression ability. The 

arithmetic coding, to some extent, has some compression 

ability, but the performance is not good enough. By contrast, 

WinRAR, Monkey’s Audio and our method all have 

relatively satisfactory compression performances. In addition, 

according to the compression factors of a trace or the average 

compression factors, it is easy to find that the compression 

performance of our method is superior to that of other tested 

methods. 

 

VI. DISCUSSION AND CONCLUSIONS 

In this paper, we propose a novel lossless compression 

method for acoustic waveform data. Compression tests show 

that our method is potentially applicable to acoustic 

waveform data compression. 

 About the predictor order N , generally, when the N is 

small, the mean squared value of residuals sequence 

decreases with the increase of the N ; and when the N  is 

large enough, the increase of the N  will not result in a 

diminution of the mean squared value of residuals sequence. 

When the N is small, the compression performance of our 

method may become better with the increase of the N , but the 

time complexity and space complexity of the algorithm will 

increase as well. Therefore, it is necessary to reach a 

compromise between the complexity of the algorithm and the 

compression performance when selecting the predictor order. 

For the same type of data sequences, such as music data with 

the similar music style and the same type of acoustic logging 

waveform data from a well, the optimal predictor orders are 

similar and may be determined by experience. 

From this study, we mainly draw four conclusions as 

follows. (1) Our method with stable compression capability, 

can compress and decompress the waveform data losslessly; 

(2) The compression factor of our method is large and its 

compression performance is superior to that of the classical 

arithmetic coding, universal WinRAR software, FLAC and 

Monkey’s Audio; (3) Bit-recombination mark coding is a 

quite promising coding approach for the integer sequence 

with a small mean squared value; and a smaller mean squared 

value of the integer sequence generally results in a better 

compression performance; and (4) Our method may be also 

suitable for compressing seismic waveform data, natural 

gamma ray logging curve data, spontaneous potential logging 

curve data, resistivity logging curve data, acoustic velocity 

logging curve data, and so on; and in most cases, the 

amplitude variation ranges and frequencies of these 

waveforms or curves are significantly lower than that of the 

acoustic logging waveform, which is theoretically beneficial 

for achieving a better compression performance. 
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