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Abstract— Human body tracking has a wide spectrum of 

applications. Examples include video surveillance, motion and 

activity capture for medical analysis, just to name a few. In this 

paper, a human skeleton model is proposed for human body 

tracking in video surveillance system. The skeleton model is 

based on 8 important body points namely; head, neck, shoulder, 

pelvis, knees and, ankles. Basically two techniques are used to 

locate these points. The first technique uses gait study to find the 

knee and ankle points. The self occlusion of human legs itself was 

overcome using the gait information. The gait information is then 

used to overcome self-occlusion of human legs. The second 

technique involves Kalman filter to track the remaining 

proposed body points. 

 
Index Terms—Kalman filter, skeleton model, tracking, video 

surveillance 

 

I. INTRODUCTION 

HE area of estimating and tracking a moving human body 

are inspired by their various applications in automated 

surveillance, traffic monitoring, sports science, medical 

analysis and computer animation. In tracking a moving object, 

only concerned features will be extracted for further 

investigations. For example, in tracking a human body, 

important body features are extracted based on the anatomical 

knowledge. This essential human body point is called as 

motion data. In biomechanics, the human body information is 

used to study and observe human movement. Nearly all the 

biomechanics movement starts from talking to walking, which 

involves the motion of all body parts. Then, the motion data 

can be used to identify the posture, pose, action and movement 

of an actor. Therefore, understanding the motion of body part 

is essentially needed for person identification.  

Human body can be presented in numerous ways based on 

the body shape. It can be modeled as simple as the contours of 

the body, points with connected stick, skeletal and shape and 

even as complicated as 3D volumetric model [8]-[10]. 
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Selecting the model is more important for tracking people and 

providing useful feature analysis. The performance of tracking 

is greatly influenced by modeling due to the interconnected 

joint and the complicated body shape.  

In addition, occlusion and noisy background should be 

considered when doing tracking. Occasionally, the fast 

movement of human may cause the motion to be predicted 

incorrectly.  

Human body tracking is currently widely used for 

intelligent video surveillance application. Video surveillance 

system is one of the most popular researches in computer 

vision. The rise in public concern about safety nowadays has 

gained many researchers attention to enhance the current video 

surveillance system. Intelligent Video Surveillance System 

(IVSS) is the most recent smart surveillance system which is 

capable to identify automated human activity and behavior 

from the video. The general framework applied for an IVSS is 

indicated in Figure 1.  

Human detection and tracking are challenges tasks as 

human body is highly articulated and people tend to wear 

complex clothing texture. Embarking to this challenge, we 

have successfully developed an 8 points skeleton model. This 

8 points skeleton model is an extended work from [1]. The 

body points are extracted from the silhouette based on 

anatomical knowledge and connect them by sticks. The 

skeletonization process allows the tracking of 8 points in each 

frame using Kalman filter. Kalman filter tracking technique is 

briefly introduced in this paper. We are able to implement our 

system for human body points tracking, given a video which 

consist of many frames with segmented binary images. The 

extracted human points extracted are later used for gait 

analysis.  
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Fig. 1. General framework of an IVSS 

Video Data from CCTV 

Pre-Processing Video Data 

Background Subtraction 

Feature Extraction 

Human Tracking 

Feature Analysis 

Proceedings of the World Congress on Engineering and Computer Science 2013 Vol I 
WCECS 2013, 23-25 October, 2013, San Francisco, USA

ISBN: 978-988-19252-3-7 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCECS 2013



 

II. RELATED WORK 

Yu Huang et al [2] proposed a technique for tracking 2D 

articulated cardboard model from a monocular video 

sequence. They used Expectation-Maximization (EM) to solve 

body model parameters. The kinematics of the model is found 

in linear form. Nooritawati Md Tahir et al [11] used shock 

graph technique to identify the head and both feet of human 

body. Yilmaz et al [3] used silhouette contour to represent 

human body. They developed a new modeling approach based 

on the object shape and the features. The object shape helps in 

recovering the missing part during occlusion. Shape energy 

technique derived using bayesian is applied for contour 

tracking. Camaniciu et al [4] used shape-based model to 

represent the moving object that to be tracked. The 

kernel-based tracking approach is done by using the basic 

similarity function. Jang et al [5] proposed a modified version 

of Kalman filter which is called as Structure Kalman filter. 

The structure Kalman filter is then applied on the silhouette 

which has been partitioned into 3 parts.  

III. METHOD OVERVIEW 

A. Image Pre-processing 

The existence of artifact hugely affects the point extraction 

performance. To deal with artifact, morphological operation is 

applied on the image.  In this paper, the image is dilated twice 

and eroded once to reduce the unwanted and jagged edge. The 

edge of the silhouette is then extracted using canny edge 

detector. Once the edge detection process is done, its bounding 

box is created. From the bounding, we could actually measure 

the height and width of the body. The enhanced human 

silhouette is further processed to obtain the 8 important body 

points.  

B. Points Extraction 

We use the anthropometric knowledge of human individual. 

Firstly, we define the vertical position of each segment based 

on the anatomical knowledge. The dimensions of different 

body segment are proposed in [6]. We constructed an 8 points 

body model. The 8 points construct the point of interest to be 

detected and tracked from video stream images. The 8 points 

are defined as follow:  

1) The Head (PH | (XH,YH)) 

2) The Neck (PN| (XN,YN)) 

3) The Shoulder (PS| (XS,YS)) 

4) The Pelvis (PP| (XP,YP)) 

5) Left Knee and Right Knee (PLK & PRK|(XiK,YiK)  

6) Left Ankle and Right Ankle (PLA & PRA| (XiA,YiA)) 

 

We have initialized the height of body according to the 

respective created bounding box. To model the head, we 

constructed a circle to represent it. The radius, Ri is assumed to 

be half of vertical position from head to neck and the centroid, 

(Xc , Yc) is found as below:  
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The neck, shoulder and pelvis points are found by 

calculating the mean of the interval starting from the first Xf to 

the last border point Xl.  
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                                     (4) 

 

The process of extracting tracking the two lower limbs is a 

challenging task due to possible overlapping of the two legs. 

When the two legs are overlapping, we must be able to 

differentiate and identify them. To overcome this problem, we 

 
Fig 3. Body segment proportion based on [6] 

                 
 

 

 

 

 

 

 

 

 

 

 

Fig 4. Skeleton model and important body points 
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first detect the legs whether both are overlapping or separate. 

The technique and equation used to detect the crossover of the 

two legs are as follows:  

Figure 6 indicated the detected image sequences when two 

legs are overlapped. For the purpose of identifying two legs 

individually, gait knowledge is studied. A complete gait cycle 

is the period of time from one movement to following 

movement of the same pose with the same foot. It means we 

need to have twice detected overlap per to complete a gait 

cycle. Referring to Figure 7, two legs interchange when two 

legs are exactly overlapped each other. The red dot in the 

image sequence change alternatively. The green circle 

indicates both legs are overlapped. The next step is to extract 

the knee and ankle points. It can be observed from the 

collected set of image sequences in Figure 7, extracting knee 

and ankle points is a difficult and challenging work as the 

lower limb has significant changes from frame to frame.  

To obtain knee and ankle points, we divides the lower limb 

into two parts:  

1) upper part (Vertical position from YP to YK) 

2) lower part (Vertical position from YK to YA) 

The upper part is for knee point extraction purpose whereas 

lower part is for ankle point extraction purpose. The border 

points of the upper part are extracted. We obtained two set of 

points which is leftmost border points,    (       )  and 

rightmost border points,    (       ). Furthermore, the mean 

of each set of x  and y values,   ̅̅ ̅ ,   ̅̅̅̅ ,   ̅ ,   ̅̅ ̅ are  computed. 

Once all this data is available, we calculate the joint      and 

    angle using the linear regression. Finally, we calculate the 

joint coordinate using trigonometry function.  

      
  (
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C. Kalman Filter Tracking 

Kalman filter is used to estimate and track the body points. 

Kalman filter estimates the coordinate of the body points in 

every frame of the image sequence. The input parameters of 

the Kalman filter are centroid and radius of head and 

coordinate of neck, shoulder, pelvis, left and right knee, left 

and right ankle which can change significantly during the 

movement. Every point is tracked individually. The calculated 

parameters discussed above are state vector and measurement 

vector. As an example, for tracking head point, we have (PH | 

(XH,YH)). We measured XH and YH from the image. We defined 

the measurement vector, Z as the measured value (the points to 

be tracked). The vector is shown by Equation(9).  

   (     )                     (9) 

 

We randomly initialized the estimate state and estimate 

covariance which are respectively Xest and Pest as a set of zero. 

The value of     (   )and     (   )  will passed to the next 

frame. And Xest is used as state vector in the next frame. To 

start tracking, we defined the state model matrix, A, 

observation model matrix, H, and noise, Q and R as below:   

  [
  
  

]                       (10) 

  [
  
  

]                   (11) 

  [
  
  

]                   (12) 

  [
    
    

]                  (13) 

 

In general, the prediction stage use the previous state 

estimated from the previous frame to define the state of the 

current frame. The equations used are shown as below: 

    ( )
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To improve the estimated state, we update it by using the 

Kalman gain calculated as following: 
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IV. RESULTS AND DISCUSSION 

The algorithm discussed above is realized in MATLAB. 

There are two main results which is vital to the success of the 

algorithm. First, the proposed approach is tested on a few sets 

of silhouette image from CASIA [7] as shown in Figure 8(a-e). 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig 5. Algorithm for leg crossover detection 

 
 

Fig 6. Detected image when two legs are overlapped 

 
 

Fig 7. Silhouette of a complete gait cycle 

Scan horizontally of the leg region using 

foreground-background-foreground (FBF) scanning 

method. M consist of the first and the last point of the 

interval.  
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If the interval consists of continuous set of zero pixels, 

the two legs are found overlap; otherwise the two legs 

are separate. 
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Fig 8. Sample results using silhouette image from CASIA 

 

Subsequently, we input the video produced by InViSS 

group and the resulted output are given in Fig.9(a-d).  

 

 
(a) 

 
(b) 

 
(c) 

 
                                       (d) 

 
Fig 8. Sample results using image from InVISS 

 

V. CONCLUSION AND FUTURE WORK 

The developed 8 points skeleton model is observed to be 

stable for human body tracking application across frame in a 

given video. The approach proposed in this paper is simple and 

provides foundation for further improvement in the method. In 

the future, we will be focusing in developing better 

view-invariant using advanced method.  
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