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Abstract—Stereo matching with regions is a master method for binocular image matching of wide baseline. It is most difficult that extracting invariant region. Stable extremal region (SER) is proposed in this paper, and its extracting algorithm. To magnify the intensity change and identify its edge easily, the exponential transform has been used. Then, the affine invariant moments of SER and the Euclidian distance between the region and another are computed using in measuring similarity. Finally, the advanced algorithm is analyzed from the repetition rate and the correct match rate with the changing of the viewpoint, scale and illumination. The experiment and analysis result show the extremal points locate accurately, the SER are stable, and correspondence regions are exact, it is improved to 70.9%.

Index Terms—extremal point, exponent transform, extremal region, affine invariant moment

I. INTRODUCTION

It is very important that selecting one kind of matching elementary when image-forming angle and light condition of two images change great in the course of wide baseline based imaging[1-5]. Point characteristic is simple, but it's property can not be kept in the case of scale changing greater. Line based matching algorithm is difficult to realize because there are no obvious difference features between segment lines and the location of one endpoint of segment line is usually inaccurate. Paper[6] and paper [7] extract interest points by Harris operator, which endure edges to form invariant affine transformation regions such as crossed parallelogram or elliptic. This kind of algorithm depends too great on accuracy of angular point. Paper[7] extracts Harris angular point and line feature to link them forming measuring region, which can be described by Fourier theory. But this method can not be applicable for multi-scale image matching.

T. Tuytelaars and L. Van Gool have proposed a binocular stereo matching algorithm[10] based on luminance ER (ER: Extremal Region), which seeks luminance extremal points in each ray of light emitted from local high luminance points to construct extremal regions. But the location accuracy of extremal points is often not high, so that the edges of extremal regions are not regular, hence regions should be consummated before matching. Aiming at this problem, this paper adopts exponential transform (I space transform to e^j I space) for gray value of local regions to show the difference of gray variation and enhance visual sense influence, which enhances the quality of invariant regions, and increases the veracity and stability of regions, therefore these regions are denominated by SER(SER: Stable Extremal Regions). In the basis of regions, affine invariant moment and Eulerian distance measuring corresponding regions are calculated to match binocular stereo images. The experiment shows that this method can improve precision of corresponding regions to 70.9%.

A. Exponential Transform

Suppose the gray value of image local region in I space is I_1, I_2, I_3, ..., I_k, and the gray value differences between I_k and I_1 are marked by ∆I_1, ∆I_2, ..., ∆I_{k-1}, which in e^j I space are e^{jI_1}, e^{jI_2}, ..., e^{jI_{k-1}} and e^{j∆I_1}, e^{j∆I_2}, ..., e^{j∆I_{k-1}} by exponential transform.

I → e^j I

(1)

The effect of exponential transform is to show the difference of gray variation and enhance visual sense influence.

B. Advanced Extremal Region Extraction Algorithm

To calculate expediently, this paper uses polar coordinate system whose pole is high luminance point to seek luminance mutation points in 360 directions, and in succession link these points to construct closed region, which is SER. The SER extraction algorithm is described as following:

Step1: Seeking local luminance mutation points p_i in image, which are denoted by A.

Step2: Inverting rectangular coordinate p(x, y) of A to polar coordinate p(ρ, θ).

p = √x^2 + y^2, θ = arctan(y / x)

(2)

Step3: Establishing reference polar coordinate system whose pole is A. The conversion relationship of
rectangular coordinate system, polar coordinate system and reference polar coordinate system is denoted as:

\[
\begin{align*}
\beta &= (180° - \theta_0 - \theta) \times \pi / 180° \\
\rho_k &= \sqrt{\rho_0^2 + r^2 - 2 \rho_0 r \cos(\beta)} \\
\alpha &= \sin((r \times \sin(\beta)/\rho_0)) \times 180° / \pi \\
\theta_k &= \theta - \alpha
\end{align*}
\]

(3)

Step 4: According to equation (4), calculating \( f(k) \) in each direction of A point-by-point, when \( f \) of one point is greater than preset threshold, this point is determined as luminance extremal point B.

\[
f(k) = \frac{\left| \exp(I(k)) - \exp(I_0) \right|}{\max\left(\frac{\int_{k}^{n} \left| \exp(I(k)) - \exp(I_0) \right| \, dk}{\sigma} \right)}
\]

(4)

Where \( \sigma \) is quite minor positive value to assure denominator being not zero.

Step 5: Equation (3) converts Cartesian value of extreme point B to polar coordinate \((\rho_k, \theta_k)\). The invariant region extracted is shown in figure 1.

---

Table 1

<table>
<thead>
<tr>
<th>((\rho, \theta))</th>
<th>(10,0)</th>
<th>(10,1)</th>
<th>(10,2)</th>
<th>(10,3)</th>
<th>(10,4)</th>
<th>(10,8)</th>
<th>(10,9)</th>
<th>(10,14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x,y))</td>
<td>(76,91)</td>
<td>(76,91)</td>
<td>(76,91)</td>
<td>(76,90)</td>
<td>(76,90)</td>
<td>(76,89)</td>
<td>(76,89)</td>
<td>(76,89)</td>
</tr>
<tr>
<td>(f(k))</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>((\rho, \theta))</td>
<td>(10,18)</td>
<td>(11,19)</td>
<td>(11,24)</td>
<td>(11,25)</td>
<td>(11,31)</td>
<td>(12,32)</td>
<td>(10,355)</td>
<td>(13,359)</td>
</tr>
<tr>
<td>((x,y))</td>
<td>(76,83)</td>
<td>(76,82)</td>
<td>(76,82)</td>
<td>(75,82)</td>
<td>(75,82)</td>
<td>(75,81)</td>
<td>(76,92)</td>
<td>(76,91)</td>
</tr>
<tr>
<td>(f(k))</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>(T(f))</td>
<td>12.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
T(f) = \frac{1}{N} \sum_{i=1}^{N} f(l), \text{ is the mean value of } f, N \text{ is direction number.}
\]

We experiment for Fig 1, the experiment data record as shown in Table 1, where \( \theta \) expresses with angle.

---

III. BINOCULAR MATCHING ALGORITHM

Similarity metric of regions should be done after stable extremal regions are extracted. Affine invariant moment constructed by Jan Flusser has invariability for affine transform[9] and often uses in target recognition of anamorphosis target. This paper utilizes affine Invariant moment for similarity metric of two images.

A. Affine Invariant Moment

The \( p + q \) order moment of given discrete digital image \( f(x, y) \) is defined as

\[
m_{pq} = \sum_{x} \sum_{y} x^{p} y^{q} f(x, y) \quad (p, q = 0, 1, 2, \cdots)
\]

(5)

Gray center coordinate of target region is calculated after its-order moment is normalized by zero-order moment.

\[
x_0 = \frac{\sum_{x} \sum_{y} x f(x, y)}{m_{00}} \quad y_0 = \frac{\sum_{x} \sum_{y} y f(x, y)}{m_{00}}
\]

(6)

If look gray center as coordinate zero, the moment is named center moment.

\[
u_{pq} = \sum_{x} \sum_{y} (x-x_0)^{p} (y-y_0)^{q} f(x, y)
\]

(7)

In order not to change with proportion pantograph, center moment should be normalized. Normalization invariant moment is obtained by following equation:

\[
\eta_{pq} = \frac{u_{pq}}{u_{00}}
\]

(8)

Where \( r = \frac{p+q}{2} \), \( p+q = 2, 3, \cdots \)

Jan Flusser constructs three groups invariant moment by moment less than three-order.

\[
J_{1} = \frac{(\eta_{10}/\eta_{00} - \eta_{11}^3)}{\eta_{00}^3}
J_{2} = (\eta_{30} + 2^2 - 6 \eta_{00}/\eta_{00}^2 \eta_{10}^2 + 4 \eta_{00}/\eta_{00}^3 \eta_{11}^2 + 3 \eta_{10}^3 - 3 \eta_{12} - \eta_{10}^2 \eta_{11}^2)/\eta_{00}^{10}
J_{3} = (\eta_{00}/(\eta_{10}^2/\eta_{00}^3 - \eta_{00}/(\eta_{10}^2/\eta_{00}^3 - 2 \eta_{00}/\eta_{00}^3 - 3 \eta_{12}^3))/\eta_{00}^{3}
\]

(9)

A large number of experiments show that affine invariant moment can still attribute images characteristic clearly when images have affine transform, hence affine invariant moment can use in recognizing local regions whose shape

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFFINE INVARIANT MOMENT OF PARTIAL REGIONS IN LEFT AND RIGHT IMAGES</td>
</tr>
<tr>
<td>M</td>
</tr>
</tbody>
</table>
| J_{1} | 0.0255 | 0.0110 | 0.1222 | 0.0182 | 0.0331 | 2.6101
| J_{2} | -1.069e-9 | -5.917e-9 | -7.750e-6 | 1.545e-7 | -1.401e-5 | 0.003
| J_{3} | -8.955e-6 | 8.584e-6 | -0.012 | 0.004 | -0.002 | -0.053

| M | R | \( \varphi_{1} \) | \( \varphi_{i} \) | \( \varphi_{1} \) | \( \varphi_{i} \) | \( \varphi_{1} \) | \( \varphi_{i} \) |
| J_{1} | 1.576 | 0.011 | 0.124 | 0.015 | 0.033 | 1.510
| J_{2} | 0.071 | -6.604e-9 | -1.355e-5 | -2.143e-8 | -1.150e-5 | 0.038
| J_{3} | -82.291 | 2.127e-5 | -0.010 | 2.009e-4 | -6.056e-4 | 8.057e-4
changes. For image experiment of figure 2, some data is shown in table 2.

B. Similarity Metric

By means of calculating affine invariant moment of invariant regions in left and right images to measure whether these regions are similar. Main steps are following:

Step1: Affine invariant moment of extracted invariant regions in left and right images is calculated by equation (9), which is denoted as $J_{i1}^L, J_{i2}^L, J_{i3}^L, (i=1,2,3,..., K_L)$, $J_{j1}^R, J_{j2}^R, J_{j3}^R, (j=1,2,3,..., K_R)$, where $K_L$ and $K_R$ are the number of invariant regions extracted in left and right images.

Step2: Calculating Eulerian distance between left and right image regions $\varphi_i^L$ and $\varphi_i^R$. The experiment results of two-view images in figure 2 are shown in table 2.

$$d = \sqrt{(J_{i1}^L - J_{i1}^R)^2 + (J_{i2}^L - J_{i2}^R)^2 + (J_{i3}^L - J_{i3}^R)^2}$$  (10)

Step3: Any two regions satisfying $\min\{d\}$ are similar region and are marked. (The minimum value is marked by italic in table 3.)

The experiment information in table 3 shows that other matching of regions is right except that $\varphi_1^L \leftrightarrow \varphi_4^R$ is mismatching. So we get the conclusion that mismatching ratio is lower at 14.2% 29.1%. For mismatching ratio is connected with quality of images and the number of SER, So images need be preprocessed.

C. Epipolar Geometry Estimation

In order to reject false matching points, this paper adopts RANSAC algorithm whose corresponding point is barycenter of corresponding region, then calculates basic matrix $F$ by 8-point algorithm, at last checks matching point-pair not satisfying epipolar geometry restraint by equation (11) for more accuracy.

$$u^T Fu = 0$$  (11)

In equation (11), $F$ is basic matrix, $u$ and $u'$ are barycenters of corresponding regions in two-view images.

<table>
<thead>
<tr>
<th>TABLE</th>
<th>EULERIAN DISTANCE BETWEEN REGIONS BASED ON AFFINE INVARIANT MOMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\varphi_i^L}$</td>
<td>$\varphi_i^L$</td>
</tr>
<tr>
<td>$\varphi_1^L$</td>
<td>82.3051</td>
</tr>
<tr>
<td>$\varphi_2^L$</td>
<td>82.3054</td>
</tr>
<tr>
<td>$\varphi_3^L$</td>
<td>82.2913</td>
</tr>
<tr>
<td>$\varphi_4^L$</td>
<td>82.3090</td>
</tr>
<tr>
<td>$\varphi_5^L$</td>
<td>82.3036</td>
</tr>
<tr>
<td>$\varphi_6^L$</td>
<td>82.2445</td>
</tr>
</tbody>
</table>

Step3: Any two regions satisfying $\min\{d\}$ are similar
\[ \eta_r = 2 \times \frac{n_c}{n + n'} \]  \hspace{1cm} (12)  

Where \( n_c \) is the number of corresponding regions, \( n \) and \( n' \) is the number of regions extracted in left and right images respectively.

The correct match rate reflects the accuracy of the algorithm. It may get by equation (13)

\[ \eta_c = \frac{n'_c}{n_c} \times 100\% \]  \hspace{1cm} (13)

Where \( n'_c \) is the number of correct corresponding regions of binocular images.

The following are the analysis results from the viewpoint changes, scale changes and illumination changes.

In experiment, each group includes 6 images; the resolution is 800×600. The experimental results see Figure 4, Figure 5 and Figure 6.

From the experiment the curve can be seen the advanced algorithm improve the performance on the whole, and enhance the adaptability and stability for the viewpoint and scale changing. However, the performance of advanced algorithm decline rapidly when the luminance lowered to a certain degree because of the color information is the one of similarity measurement criterion.

\[ \square \] . CONCLUSION

This paper improves the algorithm of Literature [8] (a) the change relation of viewpoint and the number of corresponding regions

(b) the change relation of viewpoint and repetition rate

(c) the change relation of viewpoint and the number of correct matching regions

(d) the change relation of viewpoint and correct matching rate

Fig. 4. the comparison curves of the original algorithm and the advanced algorithm in this paper with the viewpoint changing

Fig. 5. the comparison curves of the original algorithm and the advanced algorithm in this paper with the scale changing
by means of extracting stable extreme regions and calculates affine invariant moment of SER, finally adopts distance method to realizing similarity metric. The imitation experiment results show the good effect.

(1) The edges of invariant regions are stable and accurate.

(2) The algorithm is simple, effective and fast. Its running time is only 0.843s for 350×250 images based on MATLAB7.0.

(3) Matching ratio increases obviously. When the number of regions reaches 50, the accuracy ratio shown in figure 7 can increase from 61.2% to 70.9%.

Regions extracted by this algorithm do not depend on angular points and edges of images and can apply in regions with inconspicuous texture. Before SER are extracted, images should be filtered noise because this method depends more on luminance and luminance alteration of images.
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