
  

 
Abstract—This paper describes an analog signal processing 

technique, for the development of a novel electronic circuit to be 
embedded in a photodiode sensor, as an integrated circuit board 
for electronic signal processing, to detect the energy centre of an 
optical signal, which represents the most accurate position 
measurement from a light emitter source mounted on a structure 
(like buildings, bridges, and mines). The Optical Scanning Sensor 
for (SHM) Structural Health Monitoring is proposed due to the 
fact that the signal processing stage is embedded in the sensor 
and does not require additional software processing, reducing the 
time and memory spacing requirements for information 
recording. The theoretical principle of operation, technological 
and experimental aspects of design, development and validation 
are presented. 

 
Index Terms—Centroid, Energy signal centre, Estimation error, 
Light source, Optical scanning, Optical signal detection, Optical 
signal processing, Peak detection, SHM, SVMR. 
 

  

I. INTRODUCTION 

tructures experience through its time of service 
deterioration and damage due to environmental conditions 

and excessive load conditions such as humidity, corrosion, 
earthquakes, gust waves, and traffic, among others. This 
results in structures deformation, cracking, dislocation and 
even collapses. Structures play in important role in safety and 
economy. Thus, the increasing demand for safest and 
functional structures has driven the SHM research of data 
acquisition and its analysis to obtain indicators of the structure 
health.  
Nowadays, there are SHM systems with sensors based on 
several technologies like optical fiber, video cameras, and 
optical scanner sensors. Each of them with their advantages 
and disadvantages regarding the type of structure and the 
variables to monitor and analyze according to the kind of 
potential damage that could suffer and is intended to prevent.  
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This work introduces a position measurement method based 
on an optical scanning sensor that is composed of a light 
emitter source mounted on a structure, and an optical scanning 
aperture. This deviates the light beam through a lens to a 
photodiode to convert it into a voltage output signal. Such 
output signal is electronically processed to detect the light 
energy centre which represents its most accurate position 
measurement to finally determine if any displacement has 
occurred [1]. 
The energy signal centre concept has been used before in 
different applications with signals from various types of 
transducers and numerous mathematical methods have been 
developed to post process it [2] - [14]. Some of these 
mathematical methods have been evaluated for optical 
scanning sensing; some of them are the Geometric Centroid, 
Power Spectrum Centroid and Peak Detection, but all of them 
require digital signal post processing time and memory storage 
[15]-[21]. 
Instead of a digital signal post processing, a real time 
electronic signal processing is developed embedded in the 
photodiode sensor. 
  

II. THEORETICAL PRINCIPLE OF OPERATION 

 
The light scanning sensor presented for SHM is a position 
measurement system. It is composed of a light emitter source 
installed on the structure under monitoring and an optical 
scanning aperture that is scanning the structure in search of the 
light emitter source to determine if it suffered a displacement. 
 

A. Position Indicator 

A light emitter source is used as a position indicator 
mounted on the structure under monitoring; it could be a 
coherent light emitter source such as a laser or an incoherent 
light source such as a bulb like the ones used in vehicles.  
Assuming that for any light emitter source there is only one 
energy centre that represents its punctual position. 

 

B. Optical Scanning Aperture 

 
 The rotating optical aperture is designed as a 45° sloping 
mirror surface on a cylindrical rod for light beam deviation to 
a double convex lens with an interference filter and a 
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photodiode. While the cylindrical rod mounted, on a dc 
electrical motor shaft, is rotating, an electronic signal is 
generated. Fig. 1 illustrates a diagram with the main elements 
of the optical scanning aperture. When the mirror starts to 
spin, the sensor “s” is synchronized as the origin generates a 
pulse that indicates the 0° position and the starting of a cycle 
of 360° that finishes immediately before the “s” sensor 
generates the next beginning pulse. These pulses are used to 
calculate the scanning frequency and the zero reference to 
measure the angle where the light emitter source is found [22], 
[23]. 
 

 
 
   
Fig 2 shows a signal timing diagram that exemplifies the 
starting pulse and the optoelectronic signal relation to 
calculate the light emitter energy signal centre position as 
described in the equations below. The interval T2π is equal to 
the time between m1 and m1 as in (1), that are expressed by the 
code I2π as defined in (2). 
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 The time tα is equal to the interval between m1 and m2, could 
be expressed by the code ܫ∝	as defined in (3). And finally the 
angle under measurement is calculated by (4) [24]. 
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Where: 

ଶܶగ	is the interval of one cycle, from m1 to m1 
ω	is	the	angular	speed	
݂	is	the	scanning	frequency	ሺcycles	in	a	secondሻ.	
 from m1 to m1	cycle,	one	of	code	interval	the	is		ଶగ	ܫ
 is the interval code from starting cycle to energy signal ∝ܫ
centre 
 ,is the interval from starting signal to energy signal centre ∝ݐ
from m1 to m2 

	

 
 
 
 

C. The Energy Signal Centre 

 
 The optoelectronic signal generated is a Gaussian-like shape. 
The photodiode converts the light input to voltage while the 
mirror is rotating. This is mainly observed at long distance, at 
near distance the light emitter source looks like a punctual 
source, but at distance the source expands its radius as a cone-
like or an even more complex shape depending on the 
properties of the medium through which the light is travelling.  
 To reduce errors in position measurements, the best solution 
is taking the measurement in the energy centre of the 
optoelectronic signal. 

 
Some digital methods for energy signal centre detection are: 1) 
Geometric Centroid and Power Spectrum Centroid, 2) Peak 
Detection and our proposed and 3) Electronic Circuit method 
is called “Saturation and Integration” [15]. In Fig 4 a graphical 
representation of each method is observed. Centroid 
calculation and peak calculations give excellent results when 
the optoelectronic signal is almost a perfect Gaussian-like 
shape. But most of the times are observed that the 
optoelectronic signals are asymmetrical with different shapes 
in function of the scanning frequency, light emitter source 
distance to optical scanning aperture, the ݐ∝ length (interval 
from starting signal to energy signal centre) and the light 
emitter source tilt over the surface, due to motor eccentricity at 
low speed scanning, light emitter montage and other optical 
phenomena such as reflection, diffraction, absorption and 
refraction, as shown in Fig 5. The luminous flux loss (energy 
loss) due to these phenomena could results in signals with 
asymmetrical shape (signals with more than one peak, with  
peak displaced, or even more strange shapes, etc) instead of a 
symmetric Gaussian-like shape. Although it looks like two 
functions it is not a piecewise function, it still is just one 
continuous function, as it clear evident from our experimental 
screenshots at Fig. 5. As consequence, when the signal is 
asymmetrical the results tend to the highest light density side, 
and the electronic circuit “Saturation and Integration” method 
is not affected by the signal deformation, due once the 
optoelectronic signal reaches the level reference voltage 
reference level the measurement is performed at its half time 
interval. 
 
 

Fig 1. Optical scanning aperture  

Fig 2. Optical Scanning Aperture Timing Diagram 
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1) Geometric Centroid and Power Spectrum Centroid 
  
These methods make a correlation between the energy signal 
centre with "the centre of mass" of the light incident in the 
surface of the optical scanner mirror. The Geometric Centroid 
for continuous 1-D light intensity distribution is given by (5) 
where f(x) is the irradiance distribution at the position x on 
the1-D light intensity distribution (a voltage function of the 
signal shape generated by the scanner). 

 	

ݔ ൌ
׬ ௫௙ሺ௫ሻௗ௫
ಮ
షಮ

׬ ௙ሺ௫ሻௗ௫
ಮ
షಮ

 (5) 

 
The Power Spectrum Centroid is calculated by (6) after 
processing the signal through Fourier Transformation to obtain 
the Power Spectrum which represents the signal energy by 
frequency to posterior correlate the power spectrum centroid 
calculated in the frequency domain to the corresponding 
centroid in time domain where SC is the power spectrum 
centroid in frequency (Hertz), ܺௗሾ݇ሿ is the magnitude 

corresponding to frequency bin ݇	, k is the frequency bin 
(fs/N) in hertz and fs is the frequency sample, and N is the 
length of the Fourier transformation series [25], [26].  
 

ு௭ܥܵ  ൌ
∑ ௞∗௑೏ሾ௞ሿಿషభ
ೖసభ
∑ ௑೏ሾ௞ሿಿషభ
ೖసభ

                                   (6)  

 
2) Peak Detection 

Peak Signal Algorithms are simple statistic algorithms for 
non-normally distributed data series to find the peak signal 
through threshold criteria. The algorithms which identify 
peaks in a given normally distributed time-series are selected 
to be applied in a power distribution data, whose peaks 
indicate high demands, and the highest corresponds to the 
energy centre. Each different algorithm is based on specific 
formalization of the notion of a peak according to the 
characteristics of the optical signal, as (7) for this kind of 
optoelectronic signals. 

 

	ܵሺ݇, ݅, ,௜ݔ ܶ	ሻ ൌ
ೣ೔షೣ೔షభశ		ೣ೔షೣ೔షమశ⋯శೣ೔షೣ೔షೖ

ೖ
ା
ೣ೔షೣ೔శభశ		ೣ೔షೣ೔శమశ⋯శೣ೔షೣ೔శೖ

ೖ

ଶ
  (7) 

 

Where T is an optoelectronic signal containing N values. xi be 
a given ith point in T. k> 0 is a given integer of k temporal 
neighbours of xi (around the ith point), and S be a given peak 
function, S(i, xi, T) with ith element xi of the given time-series 
T. A given point xi in T is a peak if S(i, xi, T) > , where  is a 
user-specified (or suitably calculated) threshold value. 

 
3) Electronic Circuit “Saturation and Integration” 

In this method the optoelectronic signal is processed by means 
of an electronic circuit. The signal captured by the photodiode 
is processed through a circuit. It sets a threshold to the 
optoelectronic signal produced by the light emitter spot to 
measure the time it reaches the threshold and calculates its 
half time interval, which corresponds to the energy signal 
centre. 
 
In base of this previous analysis we assume there is only one 
energy centre in a light source representing the position under 
monitoring. This approaches comes from the analysis of signal 
energy centre thru several methods just mentioned, where we 
could find that even when the optoelectronic signal could have 
more than one peak on the signal (light emitter source energy 
peaks), it could be found the energy signal centre by the 
centroid calculation on both time and frequency domains by 
geometric centroid and power spectrum centroid calculation 
respectively. However although the power spectrum centroid 
and the geometric centroid results well coincides in our 
experiments, it has been detected that when the signal is 
affected by noise in any of its sides it affects the centroid 
position displacing it to the respective side with noise. And the 
improvement has been developed, in the proposed method to 
saturate the signal and establish a threshold from which noise 
is left out to calculate its half time interval, which correspond 
to the energy signal centre concept we are looking for to 
correlate with the position under monitoring. 
 
 

Fig 4. Optoelectronic energy signal centre detection methods 

Fig 5. Optoelectronic Signals 
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III. TECHNOLOGICAL AND EXPERIMENTAL DESIGN 

  

A. Measurement 

 
The procedure below describes the steps to get the energy 
signal centre through the electronic circuit “Saturation and 
Integration” method: 

 
1) Level detector 

A JFET operational amplifier is used as a voltage level 
detector to convert the optoelectronic Gaussian-like signal to 
an square signal, when the optoelectronic signal is lower than 
the reference voltage the JFET gets down to the negative 
saturation voltage, and when the optoelectronic signal reaches 
the voltage reference the JFET gets up to the positive 
saturation voltage obtaining a signal as shown on Fig 6.  
 

 
 
 
 
 

2) Integrator 
 A JFET operational amplifier is used as an integrator to 
convert the square signal to a ramp signal to make the energy 
signal centre cross the zero reference as shown on Fig 7. 
 

 
 
 
 

3) Zero-crossing detector 
A low input current voltage comparator with zero-crossing 
configuration is used to determine, by a rising edge pulse, 
where the ramp signal crosses the zero voltage reference, 
corresponding to the energy signal centre as shown in Fig 8 
 

 
 
 
 
 
 

4) CR circuit 
A capacitor and a resistance are set in series at the zero-
crossing detector output to obtain a pulse signal in the edges. 
Then a diode is used to conserve only the rising edge which 
corresponds to the energy signal centre, as shown in Fig 9. 
 
 
 

 
 
 
 
Fig 10 shows a correlation between the optoelectronic signal, 
the square signal, the ramp signal and the diode output 
representing the energy signal centre. 
 

 
 
 
 
 
The time measurement between m1 and m2 as described in Fig 
2 is used to calculate the angle by (4) without any requirement 
of digital signal processing. 
Detailed electronic optoelectronic signal processing is 
described on Fig. 11. 
 

Fig 6. Optoelectronic Signal and Square Signal from 
Level Detector Output 

Fig 7. Square Signal from Level Detector Output and 
Ramp Signal from Integrator 

Fig 8. Zero-crossing detector Signal and Ramp 
Signal from Integrator Output  

Fig 9. CR output and final diode output (energy signal centre) 

Fig 10. Electronic Optoelectronic Signal Processing Steps 
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B. Measurement Correction 

During experimentation it was seen that the optoelectronic 
Gaussian-like shape signal experiences some deformation due 
to some internal and external error sources, , as shown in 
Fig.5.  
 
It is necessary to recognize that each set of measurements 
could be affected by different error sources generated due to 
environmental conditions or even errors due to the mechanism 
by itself. Hence, systematic and random errors do not follow a 
linear function, since their behavior is by the position -i.e. 
angle and distance, scanning frequency. For this reason, a 
digital rectification by a linear function is not suitable to the 
task at hand. Therefore, in this work it is used error 
approximation functions to perform the digital rectification by 
using a well know machine learning regression model, the 
Support Vector Machine (SVM). It is an intelligent algorithm 
to be trained with historical system behavior aimed to provide 
error predictions into the correction process at each 
measurement.  
 
The measurement correction to minimize random and 
systematic error is performed by (8) by way of a (SVMR) 
Support Vector Machine Regression to predict the error based 
on system historical behaviour [27] - [32]. 

ெ஼ߙ ൌ ெߙ ൅  ௣        (8)ܧ

Where:  
  .is the angle measurement by the system corrected ܥܯߙ

 .is the angle measured by the system ܯߙ
 .is the predicted error by SVMR	௣ܧ
 
 

IV. DEVELOPMENT AND VALIDATION 

A. Experimental Work 

 With the Energy Signal Centre measurements and the real 
value, the measurement error was calculated by (9). 

ܧ ൌ ோߙ| െ                                        (9)		ெ|ߙ

Where: 
E is the measurement error, representing how far the 
measurement is from the real value. 
 .is the target angle	ோߙ
 .is the angle measured by the system	ெߙ
 
Measurements were performed by scanning from 45° to 135°, 
each 5°, at ten different positions by angle (10 measurements 
were taken at each point (angle, distance)), as represented at 
Fig. 12. Obtaining a dataset with 1900 measurements.  
 

 
 
 
  
All the data sets values were linear scaling to the range [-1,1] 
and were separated in training data set and test data set. X 
training regression data set was composed of 1266 objects 
with 3 attributes (Angle, Distance, and Frequency). Y training 
regression data set was composed of 1266 targets (Error 
measurement). X test regression data set was composed of 634 
objects with 3 attributes (Angle, Distance, and Frequency). Y 
test regression data set predicted composed of 634 targets 
(Error predicted). The SVMR was performed with the radial 
basis function (RBF) kernel described by (10), with the 
following settings:  
ܷܰ	 Fraction of objects outside the ‘data tube’ =[2E-6] 
 Parameter=[2]	ܴܣܲܭ
 .Epsilon (ε), with of the ‘data tube’=default value	ܲܧ
 

௝൯ݔ	௜ݔ൫ܭ  ൌ ௜ݔ	ߛ൫െ݌ݔ݁
	 െ ௝൯ݔ

ଶ
, ߛ ൐ 0        (10) 

 

B. Results 

Measurements show that the error distribution depends on the 
angle under measurement and the distance from the light 
emitter source to the aperture sensor.  

SVMR was used to predict the error with successful results 
as shown in Fig 13 where the red signal corresponds to the 
real measurement error and the blue signal corresponds to the 
predicted error. Linear regression is represented in Fig 14 
obtaining an R SVM coefficient value of 0.99556 where data 
and fit results tend to the plot regression target. Finally, the 
angle measurement error was with a Poisson distribution as 
shown in Fig 15 with the probability of getting a measurement 
error > ±4 of 0.5% by (11), resulting in a 99.5% of probability 
on getting measurements with an error less than 4° 
	

,ݔሺ݌ ሻߣ ൌ
ఒೣఌషഊ

௫!
    (11) 

Fig 11. Electronic Optoelectronic Signal Processing Prototype  

Fig 12. Measurement map 
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V. CONCLUSION AND FUTURE WORK 

This paper proposes a novel electronic circuit design to be 
embedded in a photodiode sensor integrated circuit for optical 
signal processing to detect its energy centre which represents 
the most accuracy position measurement from a light emitter 
source mounted on a structure to monitor its displacements, 
without the signal post processing request. Measurement 
errors were corrected with successful results, enhancing the 
scanning system accuracy for all the angles and distances 
under measurement. Even more, other improvements have 
been visualized for further research on both the mechanical-
electrical optical system, as in the energy signal centre 
processing and its correction by the analysis of the motor 
rotation frequency effects. Further research will continue to 
increase measurement accuracy for Optical Scanning System. 
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