
 

  
Abstract— This paper exemplifies one practical way to design 

high speed symbol timing recovery using the parallel 
architecture to cope with time constraint of computational 
processing. Recently, as wideband satellite transponders that 
have 200 to 300MHz come out and active study is followed for 
efficient transmission in terms of power/bandwidth based on 
single carrier transmission. When taking into account a single 
carrier transmission, receiver for instance should be able to 
work at maximum 250MHz symbol rate on 300MHz 
transponder bandwidth. However, straightforward parallel 
processing entails increased amount of computational logic and 
makes it difficult for massive ASIC chipset production. As a 
result, this paper specifies efficient parallel processing of blocks 
susceptible to processing latency and manifests its effectiveness 
by means of performance assessment and FPGA 
implementation. 
 

Index Terms— Satellite, Wideband transponder, High speed 
symbol timing recovery, Parallel processing 

I. INTRODUCTION 
ECENTLY efficient utilization of wideband satellite 

transponder like Ka band for satellite broadcasting and 
interactive service is noticeable. Specifically, DVB 

(Digital Video Broadcasting)-S2(Satellite, Second 
generation) standard releases a salient way to perform it like 
time-slice transmission. [1] Meanwhile, Ku band transponder 
identified as 36MHz typically accommodates a single 
modulated carrier signal that can make use of the entire 
bandwidth because its transceiver has been widespread. If it’s 
applied to Ka band, most of transponder bandwidth used 
should be split into multiple carriers so that Ku transceiver 
can directly be used. The use of a single carrier per 
transponder is desirable in terms of power efficiency which 
enables TWTA(Traveling Wave Tube Amplifiers) to operate 
close to saturated output power range. Furthermore, it doesn’t 
necessitate extra guard band compared with multiple ones to 
avoid impairment like intermodulation distortion. Therefore, 
necessity of Ka band transceiver may arise. In addition, this 
technical benefit, the new promising service suited for Ka 
band like UHDTV(Ultra High Definition TeleVision) that 
requires much higher data rate, stimulates to develop Ka band 
transceiver that can cover wideband transponder. 
Consequently, it may envisage new approach to ensure 
transmission efficiency and flexibility through application of 
single wideband carrier. To realize Ka band transceiver,  the  
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most critical component is designated to LDPC(Low Density 
Parity Check) decoder in the DVB-S2 standard because the 
number of memory size  leads to increase due to parallel 
bit-to-check node processing as high data throughput 
augments.[1] 
For state of the art DVB-S2 standard, time slice protocol was 

illustrated to send desire signal carried with Time Slice 
Number.  Its receiver can select only wanted signals through 
its identification process. It seems to be appropriate because 
multimedia stream data have been carried as TDM(Time 
Division Multiplexing) in the satellite link. Moreover, the 
receiver may be able to deal with incoming data without high 
speed processing capability with proportional to transmission 
data rate because unwanted signal can be discarded.   
 When one scrutinizes the demodulator, initial acquisition 

blocks at least do work with closely single wide bandwidth 
rate, after called as full speed to handle with continuous 
stream efficiently and others can process as desired signal rate 
which is dependent of LDPC decoder capability. For specific 
blocks mentioned, ADC(Analog Digital Convertor), 
AGC(Automatic Level Control), MF(Matched Filter) and 
STR(Symbol Timing Recovery) ones may be desirable to run 
at full speed. This paper focuses on clock recovery because it 
appears to be some timing critical path among component 
block at higher full speed operation. The rest of the paper is 
organized as follows. In the Section II, we review the 
conventional digital timing recovery schemes for high speed 
processing.  The Section III illustrates the proposed parallel 
timing recovery architecture. The simulation and 
implementation results are reported in the Section IV. The 
Section V draws the conclusion.  

II. OVERVIEW OF STR SCHEME 

A. Signal Model 
STR algorithm for TDM stream reception has been studied 
consistently. It can typically classify two different approaches. 
First one characterizes feedback loop.[2-10] The other does 
feedforward estimation and compensation.[11] The former 
can be simply implemented but need large initial acquisition 
time depending on loop parameters and channel condition. On 
the other hand, the latter can accomplish rapid timing 
synchronization but it’s rather sensitive to design parameters 
like window length according to carrier freq. offset. Moreover, 
a scheme using four samples per symbol is widely used for 
reliable performance. Accordingly, feedback approach is 
frequently used for satellite broadcasting and communication 
protocol as type of continuous stream TDM like DVB-S2 
standard. The received signal r(t) in the baseband can be 
written as 
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where  T  symbol period, ( )s t k-th transmitted complex 
multi-level signal, g(t) channel impulse response like 
ISI(Inter Symbol Interference), and n(t) complex 
AWGN(Additive White Gaussian Noise) signal. The perfect 
carrier recovery is assumed to be done for simplicity.  
(Normal mode): The sampling rate of Rx(receiver) is exactly 
double over symbol rate of Tx(Transmitter). This is the ideal 
situation when there is only a constant sampling time phase 
offset between Tx and Rx sampling clock.  In this case, it 
stands for normal mode. The samples are fed into delay line as 
FIFO(First Input First Output) of interpolator and then 
interpolation filter works to find proper interpolant(a point 
interpolated between others) value computed by fractional 
delay µ on time through recursive loop process. The fractional 
delay can be defined as resampling point computed from 
multiple samples. 
(Skip mode): The sampling rate of Rx is slightly higher than 
two of symbol rate in Tx. In this case, it has more incoming 
samples at FIFO in Rx than going out. It denotes “skip mode” 
and can illustrate input(master clock) and output clock rate 
have no accurate consistency. The sampled signals are fed 
into FIFO but interpolation filter is frozen to compute 
interpolant value by TEC(Timing Error Controller) in NCO 
(Numerical Controlled Oscillator) block. 
(Stuff mode): The sampling rate of Rx is slightly less than 
two of symbol rate in Tx. In that case, it has less samples 
incoming at STR block than going out. It denotes “Stuff 
mode”. No new sample is fed into FIFO but interpolation 
filter is worked. This case usually comes from normal mode, 
once µ is updated to a negative value less than zero. In such a 
case, time duration of one input sample may lead to two 
output samples at the output block of interpolation filter. 

B. The Concept of Skipping Mode 
This subsection explains sampling offset model, analytically. 
In general, ADC clock has at least more than two times 
sampling rate than symbol rate in terms of some practical 
reasons. In this case, skip mode has been frequently occurred. 
Specifically, input sample rate is 2(1 )Re+  and / 2(1 )sT T e= +   
where R  symbol rate, e the amount of gap between 
transmitter and receiver clock rate(very small positive 
rational number less than one) and  

sT  sampling time interval. 
Let each sample interval correspond to an integer value from 
interpolator formula.[3] According to the / 2sT T< Nyquist 
rule, if  interpolant can be computed by µ at time 

st nT=  ,then 
it can be obtained by µ+dµ at time ( 1) st n T= +  where dµ is the 
incremental variation amount of sampling clock offset 
regularly, after called sampling time drift in the Eq.(2) and Fig. 
1.  

       [ / 2 / 2(1 )] / [ / 2(1 )]d T T Tm e e e= - + + =              (2) 

Sampling Time (Rx)
True value

Original Time (Tx)
Normalized value 

T/2

0 1 21+du

[ / 2(1 )]T e+

[ / 2] [ / 2(1 )]T T e- +

Tx sample

Rx sample

Fig 1. Conceptual diagram for skip mode 

C. The Previous Study for High Speed STR Processing 
It has been extensive study for STR scheme literarily but it's 
not widely known for high speed processing dedicated. The 
references,[6][7] suggest the scheme that is capable of 
parallel processing with sampling dropping unit. However, 
there are no specific description for the other units such as 
specific interpolator architecture, TED, loop filter and NCO 
design for high speed processing. The references [8-10], 
select the different TED[11] called O&M(Oerder & Meyr) 
unlike this paper and provide specific implementation results. 
They use IDFT(Inverse Discrete Fourier Transform) 
computation based on four times samples per symbol. The 
interpolator control unit is characterized to work as type of 
LUT(Look Up Table) for high speed processing instead of 
programmable FIR filter proposed in this paper. According to 
computational analysis, it inevitably yields somewhat large 
complexity and introduction of higher speed ADC chips due 
to four samples per symbol even if accurate estimate is 
achievable. The reference [9][10] illustrates the detail 
information that it employs four parallel paths without 
increasing clock speed due to the limit of maximum 
operational speed, 188MHz and as a result, comes to 
increases complexity. In the meantime, the simplest way like 
M&M(Muller and Muller)[12] using one sample per symbol 
can be imaginable for high speed processing but it's known as 
much susceptibility over large carrier frequency offset and 
pattern jitter incurred by multi-level signal like 
16APSK(Amplitude Phase Shift Keying) and 32APSK. In 
addition, it’s not suited to co-operate with interpolation filter.   
The Gardner TED used in this paper has been introduced in a 
lot of literatures due to robust characteristic but it's been so far 
never provided over parallel processing architecture. The 
main contribution of this paper is to propose the new 
architecture to increase operational speed and to compare 
with previous design in terms of performance and complexity  

III. THE PROPOSED ARCHITECTURE 
The section III addresses entire architecture for parallel 
processing of STR block underlined in this paper like Fig. 3. 
Based on the assumption like Eq.(2), ADC clock rate is 
slightly higher than the rate of two samples per symbol. From 
MF output signal, a series of input samples are divided into 
one to two de-multiplexer and it means the clock rate can be 
reduced to half. Here, we denote the divided samples as 
precedent (2 )sr kT and current ((2 1) )sr k T+ where k is integer 
number. Accordingly, the main operational clock rate 
becomes symbol rate as a half of sampling rate thanks to 
parallel path. Based on this formula, as the number of parallel 
processing blocks increases, as higher symbol rate processing 
also can be achieved like[8-10], straightforwardly. However, 
it can have high complexity and requires careful design of the 
unit of interpolator and SEM(Skip Engine Machine) 
modification caused by amount of sampling clock offset and 
the number of sampling. It’s not affordable to extend much 
partial parallelism related with operational principle. The 
detail description is following.  

A. Processing Unit 
The processing unit consists of interpolator and SEM block.  
Interpolator performs to find optimum sampling points by 
means of interploant recomputed by MF output samples 
stored in FIFO and control value, fractional delay µ from 
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NCO. To reduce the complexity, MF and interpolator could 
be integrated but it should be optimized toward one of the two 
because characteristic of two FIR(Finite Impulse Response) 
filters are different. Although MF is involved in processing 
input signal at close to full speed, it can undertake rather 
comfortably in terms of computational time because 
polyphase FIR filter processing can be allowed by constant 
coefficient.  When µ≥1, then one sample is skipped to 
maintain the range of µ in [0,1) as shown like Fig. 3. Note that 
when the sample s5 over background in Fig. 3 goes into the 
delay line FIFO of interpolator, the sample of interpolator 
output is skipped and the fractional delay µ is kept unchanged 
like normal mode. In addition, the sampling time drift dµ is 
continuously added to µ like Fig. 2. Taking into account the 
condition where the drift dµ is smaller than zero, the identical 
value of µ can be used twice for successive interpolators. This 
case happens when two complex samples per clock 
cycle(symbol clock) are fed into delay line of interpolator 
shown like Fig. 4 and Fig. 5. When we deal with two complex 
samples as parallel processing to reduce the operational clock 
speed in interpolator block, we notice that time drift is not dµ 
but 2dµ any longer because a couple of samples enter the 
interpolator like Fig. 4. Additionally, the sample to be skipped 
is always an even index like r(8) of green dot line in Fig. 5. 
The impulse response of interpolator can be derived as  
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(3) 
where 0.5a = . Let B(.) be interpolator complex FIFO as delay 
line, interpolator complex output can be expressed like Eq.(4)  

(3) (0) (2) (1) (1) (2) (0) (3)Iz IR B IR B IR B IR B= + + +         (4) 
where 

Iz   interpolator output signals.  Eq.(5) can be induced 
from eq.(3) and (4) 

2( )[ (0) (1) (2) (3)]Iz B B B Ba m m= - - - +  

[ (2) (3)] (3)B B Bm+ - +                                (5) 
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Fig 2. Detail description of STR unit 

 
Fig 3. Principle of the skip mode 

 

 
Fig 4. Parallelizing interpolation 

 

 
Fig 5. Skip mode for parallel interpolation 

 
Let us define Dij= ( ) ( )B i B j-  and Dijkl =Dij - Dkl, then it 
can be drawn to Eq.(6) 

1234 (0) (1) (2) (3)D B B B B= - - +  
23 (2) (3)D B B= -                               (6) 

Due to the time constraint of computational processing by 
successive multiplication, Eq.(4) can be decomposed and 
addressed as time flow chart like Fig. 6. It depicts the 
pipelined structure for interpolation processing of two 
samples per cycle, i.e. one symbol per cycle.  For each cycle 
as symbol clock rate, when a couple of samples come in SEM 
block from interpolator output, it’s to skip one sample 
whenever skip control signal comes from NCO. Briefly, it’s 
characterized to determine whether the time aligned symbol 
passes to next operational block like frame synchronization: 
some samples of input stream are discarded out and they can 
output either two samples or no samples. The SEM can be 
modelled as two state machines as an internal buffer 
corresponding to one symbol. 
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Fig 6. Pipeline structure for interpolator 

B. Error Control Unit 
The ECU(Error Control Unit) in Fig. 3 consists of Gardner 
TED, loop filter and NCO blocks. The TED and loop filter 
based on PLL(Phase Locked Loop) become active only when 
the SEM block signals that outenable (output symbol is 
effective) signal is valid in Fig. 2. Otherwise, PLL filter 
output, p2 that denotes the loop filter output signal, becomes 
zero to hold NCO control. The NCO block is to generate µ 
and to generate skip control signal. These two signals are 
updated at every clock cycle. The ECU is activated only when 
interpolator output samples are valid at the process unit output. 
The Gardner [2][5] algorithm for TED is selected that is 
widely known to work at two samples per symbol. Let  

n n nz x jy= +  the n-th complex input sample at 2 sR  at the 
TED input. Assuming that on time samples are indexed with 
even number, timing error is calculated as 
 

*
2 1 2 2 2Re{ ( )}G

n n n ne z z z+ += -  
       

2 1 2 2 2 2 1 2 2 2( ) ( )n n n n n nx x x y y y+ + + += - + -             (7) 
 
The loop filter is a proportional and integral filter. Its 
z-transfer function can be shown in 1

1 2( ) /F z K K z-= +  . Due 
to the difference between 1K  and 2K  as loop filter coefficient, 
the dynamic can be handled with the following equivalent 
structure easily. Loop parameters 1K  and 2K  can be related 
to TED gain dG  0.5, the loop noise bandwidth LB T  0.0005 

and the damping factor x   set to 1/ 2  as follows 
 28 / (1 4 )o Lw B Tx x= +                             (8) 

2 2
2 (1/ ) / (1 3 )d o oK G w wx x= ´ + +                   (9) 

1 2 (1 2 / )oK K wx= ´ +                             (10) 
1

21 2 1/ (1 2 / )oK K K wx -= = +                   (11) 
                                        

 

Fig 7. Implementation of the Gardner TED 

 

Fig 8. Loop filter structure 
 
The most significant bit of NCO output can control skip mode. 
When a skip mode is detected, the increment should be p2+dµ 
instead of p2+2dµ like Eq.(12). The NCO accumulates time 
increments  

( ) ( ( ) 1)skip n n= ³å  
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IV. IMPLEMENTATION AND RESULT 
The proposed algorithm is designed and implemented as 
reported in the section III and obtains the results of timing 
jitter and PER(Packet Error Rate) performance in tracking 
mode and complexity assessment. The performance of the 
suggested architecture is measured at the COTS H/W board 
developed by ETRI after FPGA(Field Programmable Gate 
Array) configuration. For high speed ADC, the AD9434 
model produced from the Analog Device©, is used to 
generate 12 bits sampling signal as input of MF. The result of 
maximum operational clock rate comes to 250MHz in case of 
selecting FPGA Xilinx XC6vlx550t model. For quantized 
process to be high speed operation the baseband complex 
signal is expressed by 8 bits (including signed bit) and all 
quantized bits of signals are present over Fig. 2 as red color 
over signal path. For entire design blocks, consecutive 
multiplication process in interpolation block is found as the 
most critical path in terms of timing latency. Therefore, it 
implies that we can achieve more increase of operational 
clock speed through the elaborated pipeline design. On the 
other hand, all optimum parameters like the loop bandwidth 
so that STR can track properly by maximum 10ppm clock 
drift error over the accurate sampling clock are selected in 
section III.(b). This paper shows the comparable results 
according to the algorithms using different oversamples (two 
and four) per symbol like [8-11]. The PER performance 
clarifies the benefit from double sampling signals is negligible 
as less 0.1dB gain in Fig. 9 through one 
MODCOD(Modulation and Coding Rate)  selection of 
DVB-S2 standard. The metric of timing jitter performance 
when STR is in steady state mode can be defined as 

2 2[ ] [ ]MSE E z E z= -  that z represents the distance between 
optimum symbol and original constellation points after 
interpolation and SEM process. In addition, the convergence 
speed of LDPC decoder through the average number of 
iteration is measured in terms of overall system performance. 
The performance difference between the number of sampling 
is very close. In our analysis, it can be seen that the result is 
adequate because the value of jitter variance is dominantly 
determined by optimum loop bandwidth in the feedback loop. 
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Table I. Performance comparison 
MODCOD SNR[d

B] 
No. 
Iteration/MSE 
[11] 

No. 
Iteration/MSE 
Proposed  

QPSK1/4-64Kframe -2 16/0.48 19/0.5 
QPSK1/2-64Kframe 1 15.1/0.29 18.8/0.3 
QPSK3/4-64Kframe 4 12.9/0.17 16.7/0.173 
8PSK3/5-64Kframe 6 11.5/0.114 12.1/0/.116 
8PSK3/4-64Kframe 8 11.7/0.075 12.6/0.075 
16APSK4/5-64Kframe 11 12.7 13.8 

 
Table II. Complexity comparison 

Logic Utilization 
FPGA Xilinx XC6vlx 550t 

[11] Proposed Efficiency 
Number of Slice 

Registor 1786 442 404% 

Number of Slice 
LUTs 1184 349 340% 

Number of Block 
RAM/FIFO 8 1 800% 

Number of 
DSP48E1s 55 13 423% 

For H/W complexity comparison, this paper seeks to build 
fair comparison condition due to the different system scenario. 
The efficiency of H/W utilization can be interpreted at two 
points of view. First, the fact is obvious that Gardner 
algorithm based on two oversampling must be simple 
compared to four oversampling and frequency domain 
processing of O&M algorithm [8-11]. Second, the 
architecture can be efficient in terms of the computational 
amount because this can reduce the number of parallel path by 
maximizing operational clock speed through some pipeline 
method like interpolator compared to the reference [8-10].  

V. CONCLUSION 
In this paper, we investigate low complexity STR architecture 
with parallel processing to support high symbol rate. The 
proposed one is validated through performance evaluation 
and complexity comparison through FPGA implementation 
The result of FPGA synthesis and P&R(Place & Routing) as 
ISE software produced by Xilinx reports to have maximum 
operational speed by 250MHz. As a result, we can 
demonstrate that it’s applicable for efficient single carrier 
transmission on 300MHz transponder allowing for some 
small excess bandwidth. 

 
Fig 9. PER performance comparison 
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