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Abstract

The solution to a large kind of problems can be addressed by solving a system of linear equations (SLE). In particular, the main tool used to solve non-linear optimisation problems are based on Newton’s method. This method solves iteratively an SLE until convergence is reached (if the solution exists). Therefore if the goal is to derive efficient algorithms to solve non-linear optimisation problems then a deeper insight into how an SLE is solved has to be done.
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I. Introduction

THE solution to a large kind of problems can be addressed by solving a system of linear equations (SLE). In particular, iterative methods such as Newton’s method used to solve non-linear optimisation problems. This method solves iteratively an SLE until convergence is reached (if the solution exists). Therefore if the goal is to derive efficient algorithms to solve non-linear optimisation problems then a deeper insight into how an SLE is solved has to be done. In this document the graphical solution to an SLE is described and various special cases are analysed. To end this organization of this document is as follows: Section II presents a graphical representation for an SLE. Then, section III moves on the focus to symmetrical SLEs (SSLE) and their graphical representation. Next section IV presents a closer look to special SSLEs whose structure are represented by a tree (TSSSLE). After becoming familiar with the different classes of SLE and their graph representation, the solution to those graphs is addressed. Section V presents the graphical interpretation for the Gaussian elimination. Next, section VI compares the different strategies to solve the TSSSLE graph using the transformations introduced in section V.

Finally section VII provides some concluding remarks.

II. Graphical Representation for Systems of Linear Equations

An $n$-order system of linear equations represent systems where the number of equations is equal to the number of variables have the form of equation 1 i.e. $n$.

$$ Ax = b $$  

where $A \in \mathbb{R}^{n \times n}$, $x \in \mathbb{R}^n$ and $b \in \mathbb{R}^n$. The non-zero elements in $A$, excluding those in the diagonal, define the topology of the graph which represents the SLE. If $A$ is very sparse then the graph will have very few interconnections. Sparse systems can be solved using special algorithms which may need special data structures. Therefore a measure of sparsity is needed in order to evaluate how sparse a matrix is. Let us define $n_x$ as the number of zeroed off-diagonal elements in $A$, where $0 \leq n_x \leq n(n-1)$. Equation 2 defines the sparsity degree for matrix $A$.

$$ s = \frac{n_x}{n(n-1)} $$
The possible values for $s$ lie in the interval $[0,1]$. As the ratio between the number of zeroed elements and the number of elements if it were full grows, the sparsity degree will grow. On the other hand, $s = 0$ represents a fully connected system (i.e. every node is connected to every other node). Between these two extremes (i.e. $0 < s < 1$), $A$ is neither full nor decoupled and its corresponding graph will not be fully connected (i.e. not all the nodes are connected among them). It turns out that many physical systems solved using linear systems are very sparse i.e. $s \rightarrow 1$. In particular, in electrical power systems, the matrices which represent transmission networks are very sparse. This is the main reason why sparsity techniques have been improved by research whose goal is to solve efficiently the actual state of the power system; such as the best elimination ordering [5], [8]. Sparsity techniques have been around since at least 1970 using a technique known as bifactorization [9]. The main principles used in bifactorization are strongly directed toward exploiting the underlying matrix graph.

Therefore in order to approach the solution using its graph representation, first an appropriate model has to be derived. This model has to be able to represent the complete SLE elements (i.e. $A$, $x$, and $b$). The model proposed in this document is based on the graph shown in figure 1. The arc represents the $i - th$ component in $b$ (i.e. $b_i$). The second part depends on the SLE topology and is represented by links which connect the nodes. These links will be denoted as $(i, j)$ where $i$ and $j$ represent the row and the column number respectively. There can be zero or more links which connect the node with some other nodes in the graph. Each link has an associated value for the coefficient located in the row $i$ column $j$ (i.e. $a_{ij}$). Perhaps it is a little absurd to consider the case where there are no external links. However, as will be shown later, this is the basic configuration which will always be pursued in order to solve the SLE.

In order to illustrate these concepts let us instantiate equation 1 to equation 3

\[
\begin{pmatrix}
0.5 & -1 & -1 & 0 \\
-1 & 2 & -1 & 0 \\
-1 & -1 & 1 & -1 \\
0 & 0 & -2 & 4
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{pmatrix}
=
\begin{pmatrix}
0 \\
0 \\
-5 \\
0
\end{pmatrix} \tag{3}
\]

Applying the model defined in figure 1 to each equation, the graph shown in figure 2 is obtained.

![Fig. 1. Conversion from a linear system of equations to its graph model](image1)

Fig. 1. Conversion from a linear system of equations to its graph model

In this model an equation is represented by two components: a node and a set of links. The node is a well defined component which consists of two subcomponents: a circle consisting of two half parts and an arc. The upper part of the circle represents the variable related to this equation which has to be solved by the system (i.e. $x_i$) and the lower part represents the coefficient related to this variable in equation $i$ (i.e. $a_{ii}$). The arc represents the $i-th$ coefficient located in the row $i$ column $j$ (i.e. $a_{ij}$).

![Fig. 2. Graph corresponding to the system defined by equation 3](image2)

Fig. 2. Graph corresponding to the system defined by equation 3

Unidirectional links ($\rightarrow$ and $\leftarrow$) have to be used as in general $a_{ij} \neq a_{ji}$, as shown by links (3, 4) and (4, 3), representing elements $a_{34}$ and $a_{43}$. If $a_{ij} = a_{ji}$ then these elements are represented with a bidirectional link ($\leftrightarrow$) as shown by the link (1, 3), representing elements $a_{1,3}$ and $a_{3,1}$. This graph represents an asymmetric SLE (ASLE). An ASLE is a SLE where there exists at least one pair of links $(i,j), (j,i)$ where $i \neq j$, such that $a_{ij} \neq a_{ji}$ holds.
In this document the main aim is to express Newton's method to solve non-linear optimisation problems using a graph approach. The kind of matrices involved in such problems are symmetric, therefore the main focus will be on this subset of SLE.

### III. Symmetric Systems of Linear Equations and Its Graphical Representation.

Symmetric systems of linear equations (SSLE) are SLEs where $a_{ij} = a_{ji}$ holds for all $i, j$. These are very well behaved matrices with some special properties; such as real eigenvalues, orthogonal eigenvalues; as analysed in [7]. This document will not deal with the analysis of the properties these systems hold. The main interest here is how to represent such systems using graphs and how to exploit them in order to solve the SLE. SSLEs are very common in physical systems, in particular, a great range of problems in electrical power systems can be addressed with SSLEs. To represent SSLEs into its graphical form, the graph representation proposed in figure 1 is modified as shown in figure 3.

Applying the model defined in figure 3, yields the graph shown in figure 4.

![Fig. 4. Graph corresponding to the system defined by equation 4](image)

SSLEs can be described as perfect SLEs; they are well behaved and their properties have been known for a long time. However, there exists a subset of SSLE which besides all those properties possessed by them, have another property. They can be represented with a graph known as a tree and as a consequence all the well known algorithms regarding trees can be applied to them. For reasons which will be explained in the following chapters these will be the SLEs this document will be dealing with. Therefore, the attention will be focused on this kind of systems.

### IV. Tree Structured Symmetric Systems of Linear Equations and Its Graphical Representation.

Tree structured symmetrical systems of linear equations (TSSSLE) are SSLE where the graph representing the SSLE is a tree. Based on this structure, efficient algorithms can be derived in order to solve this kind of systems. These algorithms emerge naturally, just by exploiting the properties of trees. This kind of graphs have been applied to solve electrical distribution networks whose main characteristic is its radial shape (i.e. no loops exists in the network). Therefore a tree structure can be derived for the SLE representing these systems. Algorithms to solve different problems with different degree of complexity have been proposed for distribution networks based on these structures.
on this structure in [4], [3], [2], [6]. A deeper analysis of this kind of systems will be done in another contribution.

A tree-shaped graph has to be free of loops. This work does not deal with how to identify and remove loops from graphs. Therefore, graph 4 will be converted into a graph representing a TSSLE by removing the link \((1, 2)\). This implies removing elements \(a_{12}\) and \(a_{21}\) from matrix \(A\). Let us instantiate equation 1 with equation 5 which is basically equation 4 where elements \(a_{12}\) and \(a_{21}\) have been set to 0

\[
\begin{pmatrix}
0.5 & 0 & -1 & 0 \\
0 & 2 & -1 & 0 \\
-1 & -1 & 1 & -1 \\
0 & 0 & -1 & 4
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{pmatrix}
=
\begin{pmatrix}
0 \\
0 \\
-5 \\
0
\end{pmatrix}
\tag{5}
\]

Applying the model defined in figure 3, leads to the graph shown in figure 5 which is graph 4 where link \((1, 2)\) has been removed.

![Fig. 5. Graph corresponding to the system defined by equation 5](image)

This example will be used throughout this chapter. The system will be solved using different strategies which have to lead to the same solution. To this end Gaussian elimination will be used as the main tool to solve the system.

V. Gaussian Elimination and Its graphical Interpretation

Gaussian elimination is a general method to solve a SLE. It consists of the iterative application of elementary row operations which lead the system to an echelon form. This is achieved by modifying each of the elements which do not belong to the column and row to the equation under reduction. These elements are modified using expression 6.

\[
a'_{ij} = a_{ij} - \frac{a_{ik}a_{kj}}{a_{kk}}
\tag{6}
\]

Gaussian elimination can be regarded as a matrix transformation from \(\mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n-1 \times n-1}\). The resulting system has all the information needed to solve the subsystem resulting from the transformation. When dealing with sparse systems several observations have to be done. Figure 6(a) represents a sparse matrix and figure 6(b) shows the transformation it undertakes when Gaussian elimination is applied to \(x_1\). Dark gray entries represent elements which did not change. Elements in light gray represent those whose value changes and the entries in red denote elements whose values were zero before the transformation, i.e., they were created.

![Fig. 6. Gaussian elimination and its matrix interpretation for a sparse matrix](image)

Now, let us analyse the transformation in its graphical representation. To this end, let us define \(\Gamma_k\) as the set of nodes connected to node \(k\). In this case let us instantiate \(k = 1\) as the node to be eliminated; consequently, \(\Gamma_1 = \{2, 3, 4\}\). A graph interpretation for this transformation is shown in figure 7. Here figure 7(a) represents the state of the graph before the transformation is applied and figure 7(b) represents the state of the graph after the transformation has been applied.

This shows that when node \(k\) is eliminated then the nodes which are connected to it, \(\Gamma_k\), will form a complete graph among them as a result of this transformation. This is reflected by equation 7
VI. Graph-based Solution for Symmetric Systems of Linear Equations

Solving a SLE, when translated to its graph counterpart, means to assign some value to the question marks shown in figure 5 such that they fulfill all the equations. It is desirable to end up with the same values as the initial configuration but as it will be seen this is not possible as the successive application of the Gaussian elimination will modify these values. Furthermore, the final configuration will depend on the order in which the Gaussian elimination was applied. How were these values obtained? There are several methods to solve SLE which are based on Gaussian Elimination. Here the graph is reduced by applying Gaussian elimination, one node at a time iteratively, until the graph is reduced to just one node. This method is known as forward elimination. At this point the system can be solved as its configuration is the same as the initial configuration but as it will be updated by equation 6. On the other hand, if they were not connected (i.e. \( a_{ij} = 0 \)) then these interconnections would have to be created (shown in red). If no pair of nodes \( i, j \), where \( i, j \in \Gamma_k \), were connected before the transformation then a complete subgraph would be created among them. The number of links needed to build this subgraph, \( N_k \), is given by equation 8.

\[
N_k = \frac{|\Gamma_k|(|\Gamma_k| - 1)}{2}
\]

Therefore, Gaussian elimination has two costs: one which has to be applied every time is updating, and the second one is the creation of new links, known in the literature as fill-ins. Furthermore, from figure 7(b) link \((3, 5)\) and node 5 were not used at all in the transformation. Here is where the power of sparse methods appears in systems whose components are loosely coupled as they do not deal with elements not involved in the transformation. Obviously, the burden set by sparse methods have to be avoided if the systems under study are known to be very full matrices which derive almost complete graphs tranformations. [1] gives a deeper description about the modifications of the graph as the reduction process is applied.
interchanging (or renumbering) rows and columns, provided the system is not singular. In the graph representation just an inspection have to be done at the actual node where the Gaussian elimination is to be applied. If its value is zero then its reduction is delayed to a later moment.

In this section, two different elimination orders will be applied to the graph system shown in figure 5 in order to obtain some insight about the Gaussian elimination process (applying all the possible orders implies $4! = 24$ elimination orders). The first elimination order shown in 8 is $1 \rightarrow 2 \rightarrow 4 \rightarrow 3$. First, node one, using the reduction shown in figure 5, is reduced into node 3 as shown in figure 8(a). In the same way, node 2 is reduced into node 3 as shown in figure 8(b). Finally, as for the reduction process, node 4 is reduced into node 3 as shown in the upper part of figure 8(c). Now $x_3$ can be solved, as shown in bottom part of figure 8(c). Once $x_3$ is solved, the substitution process can be applied as node 1, 2, and 4 were connected to node 3 only. This process leads to the configuration shown in figure 8(d). As it can be appreciated, no new links are created. Furthermore, node 3 is the only node whose initial configuration is modified.

The second elimination order, shown in figure 9, is $3 \rightarrow 4 \rightarrow 2 \rightarrow 1$. Here, three new links are created when node 3 is eliminated as $|\Gamma_3| = 3$. The initial configuration for all nodes has been modified. Furthermore, in order to solve $x_3$ the rest of the variables have to be solved. To solve $x_4$, first $x_1$ and $x_2$ have to be solved. Finally, to solve $x_2$, first $x_1$ must be solved.

**A. About the Importance of the Initial Configuration**

In the previous examples, the modification to the initial configuration was mentioned. This is important to preserve or at least try to preserve it as much as possible as there are iterative algorithms which will be using this configuration in order to reach the solution. If the algorithm which solves the graph modifies this configuration at every iteration, then this will have to be reinstantiated in each of them.

**VII. Concluding Remarks**

In this work the graph representations for SLEs, SSLE and TSSSLE have been presented. Here we have learnt the differences among them and the fact that $TSSSLE \subset SSLE \subset SLE$. Then Gaussian elimination and its graphical interpretation has been presented. Even that different elimination orders have the same solution when Gaussian elimination is applied, some will require less operations to reach the solution. Also depending on this elimination order a variable number of new links will be created or not. Furthermore, some elimination orderings are not allowed as they will derive graphs whose pivot where gaussian elimination is to be applied is zero.

When solving a SLE, the objective is to find the values for variables represented by vector $x$. The basic tool to find those values will be based on the Gaussian elimination. The processing task for this graph will address the previous features so no links are created at all. A TSSSLE is a SLE which can be represented with a tree. Finally, the solution to TSSSLE does not require the creation of links,
therefore is a very efficient structure which every solution algorithm must try to derive.
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Fig. 9. The graph solution with elimination order 3 → 4 → 2 → 1