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Abstract—A novel obstacle detection and avoidance 
algorithm using image features for Omni directional robot 
(FireBird V) is proposed in this paper. The proposed algorithm 
uses image segmentation along with edge features to navigate 
the robot autonomously over ahomogeneous surface without 
any collisions during its motion.A monocular camera is used to 
sense obstacles which are present in the vicinity of the robot. 
Since the designed algorithm employs more features in 
comparison to similar works carried out in the past, the motion 
control of the robot becomes dynamic and robust. The 
algorithm has been successfully trained with minimum test 
patterns and tested on Omni directional robot FireBird V. The 
results indicate that the robot autonomously navigates with 
zero collisions. 
 

Index Terms—Omni-directional, robot, frame, region of 
interest (ROI), GMM based segmentation. 

 

I. INTRODUCTION 

obotic Vision is one of the most important areas for   
realising autonomous navigation of robots. Compared to 
other on-board sensing techniques, vision based control 

continue to create much research interest in the area of robot 
navigation. Thus image processing plays a vital role in the 
design of vision systems for robots because of its ability to 
provide detailed information about the environment, which 
is not possible to be realised using other types of sensors.  

The current research [1], [2] in the area of robot 
navigation usually involved single features such as 
edge/texture to detect objects in the vicinity of the robot.  
These methods suffer from poor accuracy while detecting 
objects, since it employs single feature to detect an object.  

Edge detection based path planning using SOBEL 
operator as reported in [1] assumes the edges formed in the 
images are due to straight lines while interpolating the edges 
and further assumes that the images are symmetric which is 
a serious drawback of this technique. Further the author has 
experimented in a closed room environment, which does not 
provide accurate results in a practical external scenario 
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The authors in [2] have used Gaussian mixture model 
(GMM) to segment the images into road and non-road type 
classification. GMM parameters are trained by selecting a 
set of images with large variation in the greyscale values of 
the road and the parameters are trained. The Gaussian 
distribution with least overlapping between road and non-
road regions is considered for training the GMM parameter. 
Once the GMM parameter is trained, these parameters are 
not updated. In this method, human intervention in choosing 
the Gaussian distribution parameters to segment the image 
plays a major role which is a major drawback in this 
algorithm. 

The motion detection in old film sequences in [3] uses 
adaptive Gaussian mixture models to detect the motion of 
objects in a video. The author has accounted for changes in 
the background by updating the GMM parameters 
throughout the video sequence. The learning rate is 
considered as the reciprocal of the current frame number, 
where the learning rate specifies the time taken to learn the 
changes in the background. The drawback of this method is 
for larger duration video sequences, the time required to 
learn changes in the background is high. 

Section II describes image processing techniques for 
detection and classification of various obstacles that are 
found in the field of vision of the robot.  

In Section III, the construction and control circuit details 
of FireBird V robot is described.  

Section IV gives the flowchart for the autonomous 
navigation control of the robot.  

In Section V, the results of the proposed algorithm are 
described. 

II. PROPOSED ALGORITHM 
 

A. Pre-processing 
Pre-processing involves the following steps: 

(i) Cropping of captured image 
(ii) Down scaling by a factor of 4 
(iii) Format conversion 
(iv) Adaptive histogram equalization 
(v) Filtering 

The captured image of size (720x480) pixel is 
cropped by removing the top half portion of the frame 
from the captured image. This helps in reducing the 
field of vision. Fig.1 shows the image captured by the 
camera. 

The cropped image is further scaled down by a factor 
of 4 resulting into an image of size (90x120). Fig.2 
shows the cropped and scaled down image. This 
procedure enhances the computational speed of the 
algorithm. 
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The captured image is in RGB format. This is converted 
to gray-scale image using (1). Fig.3 shows the gray-scale 
image. 

                   Y =0.229*R +0.587*G +0.114*B              (1) 

 

Equalization is done to enhance the contrast of the image. 
Contrast Limited adaptive histogram equalization (CLAHE) 
is used to adaptively equalise the image.  

While using Contrast Limited adaptive histogram 
equalization (CLAHE), a uniform distribution window/tile 
of size 8x8 is used with contrast limit of 0.01 and is shown 
in Fig.4. 

 

Image captured and transmitted by the camera may 
contain noise. We model this noise as a zero mean Additive 
White Gaussian Noise (AWGN). To filter out this noise, a 
Gaussian filter having standard deviation 3 and window size 
of 24x24 is used.  

Fig.5 shows the resultant image after adaptive 
equalization. 

 

 

B. Proposed algorithm 
The algorithm uses two important features extracted from 

the image / video captured during the motion of the robot. 
The edges present in the image forms one of the features 
that are filtered adaptively using SOBEL operator. This 
information clearly indicates the presence of an obstacle. 

Fig.6 shows the SOBEL kernal to get the edge 
information. Gx produces the vertical edges and Gy 
produces horizontal edges. 

 

Combining the horizontal and vertical images produce the 
filtered image as in (2). 

                                            (2) 

The edges are identified with the help of a threshold that 
is dynamically computed using (3) where Gmax is the 
maximum value of G.  

            Threshold = 0.7*Gmax                 (3) 

The pixels in ‘G’ having values less than threshold is 
made zero, the rest are made one. The resultant image 
contains the edge information present in the original 
captured image.  

Fig.7, shows the edge detection applied on Fig.6. 

 

The adaptive GMM [6] of the captured image is used to 
segment the image into: 

(i) Floor information 
(ii) Non-floor information 

The parameters of the GMM are initialized with  
(i) wk= 0.2 
(ii) µk= 0 
(iii) σk= 0.0013 

GMM is a multinomial Gaussian distribution having the 
parameters as in (4) & (5). 

Fig.6 : Sobel Kernal

Fig.1 : Captured image

Fig.2 : Cropped image 

Fig.3 : Conversion to gray-scale  

Fig.4 : Result of equalization using CLAHE  

Fig.5 : Filtered image  

Fig.7 : Edge detection output  
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Where K=5 indicates the number of partitions, the weight 
Wk can be regarded as the probability P(k), which tells the 
amount of background covered by that distribution. N is the 
current preprocessed frame number. 

The above GMM parameters are extracted from the floor 
image and used for iteratively training the classifier. During 
the training of the classifier the floor image patterns 
containing edges of the obstacles in the frame will be 
discarded. Approximately 50 frames are used to train the 
classifier initially. This method of training GMM gives 
better segmentation accuracy.  

During the training period, the GMM parameters are 
updated from each frame of the images using the (6), (7) & 
(8). 

 

P(k) is the probability mass function and ‘1/(N+1)’ 
represent the time taken to learn the 

background, , , , is the current Gaussian 

paramenters of kth distribution. , , are the updated 
gaussian parameters.  

Once the training of the GMM parameter is completed, 
the segmented image can provide information about the 
obstacle present in the vicinity of the robot.  

The segmentation of image is done using (9) & (10). 
 

 

Edge detection [5] and GMM based segmentation is 
performed sequentially on each processed frame captured. 
During this phase, obstacles are detected and the GMM 
parameters are updated dynamically to account for changes 
in the environment. The update is performed using (11), (12) 
& (13). L is the Learning rate and is chosen as 20 for 
experimental purpose. 

 

C. Validating presence of Obstacle  

In this phase of the algorithm, the field of view is 
partitioned into two equal halves viz, left region (LR) 
and right region (RR). If an obstacle is found in LR, the 
camera setup is moved to capture more information 
about the obstacle. This ensures the detected obstacles 
is a true obstacle. The robot turns accordingly to avoid 
the obstacle. The same procedure is repeated if the 
obstacle is detected in the RR. This sequence of 
operation is shown clearly in the state diagram as in 
Fig. 8. 

 

 

The object code is written in MATLAB and the flowchart   
used is as shown in the Fig.9. 

 

     (4) 

    (5) 

    (6) 

    (7) 

    (8) 

     (9) 

    (10) 

    (11) 

    (12) 

    (13) 

Fig.9 : Flowchart of the algorithm
  

Fig.8 ; State diagram for Validation process
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III. EXPERIMENTAL SETUP 

 

Fig.10 shows the system used during the experimentation. 
The robot, FireBird V is an Omni-directional robot with 
three Omni-directional wheels which are placed at 1200 with 
respect to one another. This robot is controlled using 
Atmega 2560 microcontroller (master), which is an eight bit 
microcontroller. The robot can be upgraded by adding 
several sensors and Atmega 8 (slave) microcontroller can be 
used to interface the sensors and master microcontroller.  A 
wireless colour camera is mounted on the robot and uses an 
AV transmitter to transmit the images in RGB format to the 
workstation (here, a computer).  

The entire program is source coded in MATLAB R2013a 
and it is used to acquire and process the image transmitted 
by the camera. The acquired image is (720x480) pixels. 
MATLAB functions are used to re-scale, convert the image 
to gray-scale, and enhance the image and to extract the 
region of interest for the robot. 

The decision made using the above algorithm is sent to 
the robot using a Wi-Fi module. 

The Wi-Fi module receives the data from the workstation 
in UART protocol at baud rate of 115200, converts it to 
TCP/IP protocol and transmits wirelessly. The Wi-Fi 
module present on the robot receives the data as packets and 
converts it to UART data and sends it to microcontroller 
Atmel Atmega 2560’s UART port. Microcontroller actuates 
the robot based on the data sent by the workstation. 

IV. RESULTS 

Initially when the robot starts to navigate it uses only the 
edge information in the current processed frame and tries to 
navigate. At the same time GMM parameters are trained as 
explained in section II. 

Few results obtained during this phase are shown in Fig. 
11(a) and 11(b). Fig.11(a) represents the frame obtained 
after pre-processing the image. Fig.11(b) is results obtained 
by the algorithm on applying the SOBEL operator.  

 

 

After completion of the training period, the algorithm 
uses both edge information and GMM classified output to 
navigate the robot as discussed before. Few results obtained 
when the combination of the algorithm was used are as 
shown in Fig. 12(a), 12(b) and 12(c). 

 

 

 
 
 

V. CONCLUSION 

Since two features of the image are utilized to detect object 
present in the path/vicinity of the robot and correspondingly 
in decision making, accurate results are obtained. As 
discussed in section II, the GMM classifier is trained as 
adaptively with only the required floor images. All the K 
distributions capture the variation in the floor and the 
training is done extensively so as to achieve precise 
segmentation of floor and non-floor regions once the 
training is complete. After the initial navigation based on 
edge information and simultaneous training of the GMM 
classifier for approximately 50 frames, navigation is carried 
out using both the methods running simultaneously. Each 
frame obtained was validated for the presence of obstacles 
and decision was taken accordingly. On implementation of 
the algorithm, it was observed that the robot was able to 
detect and avoid the obstacles in its path. 

 

Fig.12(a) : Gray-
scale image

Fig.12(b) : Results 
based on GMM 
segmentation

Fig.12(c) :  Results 
based on edge-
detection 

Fig.11(a) : Pre-processed image Fig.11(b) : Results on applying 
Sobel operator  

Fig.10 : Experimental Setup
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