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Abstract— The heart disease accounts to be the leading 

cause of death worldwide. It is difficult for medical 

practitioners to predict the heart attack as it is a complex task 

that requires experience and knowledge. The health sector 

today contains hidden information that can be important in 

making decisions. Data mining algorithms such as J48, Naïve 

Bayes, REPTREE, CART, and Bayes Net are applied in this 

research for predicting heart attacks. The research result shows 

prediction accuracy of 99%. Data mining enable the health 

sector to predict patterns in the dataset. 

 
Index Terms—Algorithm, Classification, Diseases, Heart-

Attack 

 

I. INTRODUCTION 

EART attack diseases remains the main cause of death 

worldwide, including South Africa and possible 

detection at an earlier stage will prevent the attacks [1]. 

Medical practitioners generate data with a wealth of hidden 

information present, and it’s not properly being used 

effectively for predictions [1]. For this purpose, the research 

converts the unused data into a dataset for modeling using 

different data mining techniques. People die having 

experienced symptoms that were not taken into 

considerations. There is a need for medical practitioners to 

predict heart disease before they occur in their patients [2]. 

The features that increase the possibility of heart attacks are 

smoking, lack of physical exercises, high blood pressure, 

high cholesterol, unhealthy diet, harmful use of alcohol, and 

high sugar levels [3][4]. Cardio Vascular Disease (CVD) 

incorporates coronary heart, cerebrovascular (Stroke), 

hypertensive heart, congenital heart, peripheral artery, 

rheumatic heart, inflammatory heart disease [3].  

 

Data mining is a knowledge discovery technique to 

analyze data and encapsulate it into useful information [1]. 

The current research intends to predict the probability of 

getting heart disease given patient data set [5]. Predictions 

and descriptions are principal goals of data mining, in 

practice [6]. Prediction in data mining involves attributes or 

variables in the data set to find an unknown or future state 
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values of other attributes [7]. Description emphasize on 

discovering patterns that explains the data to be interpreted 

by humans [6]. 

 The purpose of predictions in data mining is to help 

discover trends in patient data in order to improve their 

health [1]. Due to change in life styles in developing 

countries, like South Africa, Cardio Vascular Disease 

(CVD) has become a leading cause of deaths [5]. CVD is 

projected to be a single largest killer worldwide accounting 

for all deaths [3].  An endeavor to exploit knowledge, 

experience and clinical screening of patients to diagnose or 

recognize heart attacks is regarded as a treasured 

opportunity [2]. In the health sectors data mining play an 

important role to predict diseases [7]. The predictive end of 

the research is a data mining model.  

.  

II. RELATED WORK 

The researchers [8] used pattern recognition and data 

mining methods in predicting models in the domain of 

cardiovascular diagnoses. The experiments were carried out 

using classification algorithms Naïve Bayes, Decision Tree, 

K-NN and Neural Network and results proves that Naïve 

Bayes technique outperformed other used techniques [8]. 

The researchers [9] uses K-means clustering algorithm on a 

heart disease warehouse to extract data relevant to heart 

disease, and applies MAFIA (Maximal Frequent Item set 

Algorithm ) algorithm to calculate weightage of the frequent 

patterns significant to heart attack predictions. 

The researchers [1] proposed a layered neuro-fuzzy 

approach to predict occurrences of coronary heart disease 

simulated in MATLAB tool. The implementation of the 

neuro-fuzzy integrated approach produced an error rate very 

low and a high work efficiency in performing analysis for 

coronary heart disease occurrences [1]. The researchers [5] 

also proposed a new approach for association rule mining 

based on sequence number and clustering transactional data 

set for heart disease predictions. The implementation of the 

proposed approach was implemented in C programming 

language  and reduced main memory requirement by 

considering a small cluster at a time in order to be 

considered scalable and efficient [5].  

 

The researchers [10] used the data mining algorithms 

decision trees, naïve bayes, neural networks, association 

classification and genetic algorithm for predicting and 

analyzing heart disease from the dataset. An experiment 

performed by [11] the researchers on a dataset produced a 

model using neural networks and hybrid intelligent 
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algorithm, and the results shows that the hybrid intelligent 

technique improved accuracy of the prediction.  

The research paper [12] describes the prototype using 

naïve bayes and weighted associative classifier (WAC) to 

predict the probability of patients receiving heart attacks. 

The researchers [13] developed a web based intelligent 

system using naïve bayes algorithm to answer complex 

queries for diagnosing heart disease and help medical 

practitioners with clinical decisions.  

The researcher [14] uses association rules representing a 

technique in data mining to improve disease prediction with 

great potentials. An algorithm with search constraints was 

also introduced to reduce the number of association rules 

and validated using train and test approach [14]. Three 

popular data mining algorithms (support vector machine, 

artificial neural network and decision tree) were employed 

by the researchers [15] to develop a prediction model using 

502 cases. SVM became the best prediction model followed 

by artificial neural networks [15].  

The researchers [16] uses decision trees, naïve bayes, and 

neural network to predict heart disease with 15 popular 

attributes as risk factors listed in the medical literature.  

 

 Two kinds of data mining algorithms named evolutionary 

termed GA-KM and MPSO-KM cluster the cardiac disease 

data set and predict model accuracy [17]. This is a hybrid 

method that combines momentum-type particle swarm 

optimization (MPSO) and K- means technique. The 

comparison was made in the research conducted using C5, 

Naïve Bayes, K-means, Ga-KM and MPSO-KM for 

evaluating the accuracy of the techniques. The experimental 

results showed that accuracy improved when using GA-KM 

and MPSO-KM [17]. 

 

The researchers [18] created class association rules using 

feature subset selection to predict a model for heart disease. 

Association rule determines relations amongst attributes 

values and classification predicts the class in the patient 

dataset [18]. Feature selection measures such as genetic 

search determines attributes which contribute towards the 

prediction of heart diseases. The researchers [19] 

implemented a hybrid system that uses global optimization 

benefit of genetic algorithm for initialization of neural 

network weights. The prediction of  the heart disease is 

based on risk factors such as age, family history, diabetes, 

hypertension, high cholesterol, smoking, alcohol intake and 

obesity [19].  

 

III. RESEARCH METHODOLOGY 

The goal of the prediction methodology is to design a 

model that can infer characteristic of predicted class from 

combination of other data [20]. The task of data mining in 

this research is to build models for prediction of the class 

based on selected attributes. The research applies the 

following algorithms: J48, Bayes Net, and Naive Bayes, 

Simple Cart, and REPTREE algorithm to classify and 

develop a model to diagnose heart attacks in the patient data 

set from medical practitioners. 

 

The objective of the research is to predict possible heart 

attacks from the patient dataset using data mining techniques 

and determines which model gives the highest percentage of 

correct predictions for the diagnoses.  

 

 

IV. PATIENT DATASET 

The patient data set is compiled from data collected from 

medical practitioners in South Africa.  Only 11 attributes 

from the database are considered for the predictions required 

for the heart disease. The following attributes with nominal 

values are considered: Patient Identification Number 

(replaced with dummy values), Gender, Cardiogram, Age, 

Chest Pain, Blood Pressure Level, Heart Rate, Cholesterol, 

Smoking, Alcohol consumption and Blood Sugar Level. 

 

Waikato Environment for Knowledge Analysis (WEKA) 

has been used for prediction due to its proficiency in 

discovering, analysis and predicting patterns [20]. 

 

V. RESEARCH RESULTS 

The algorithms are applied on the data set using stratified 

10-fold validation in order to assess the performance of 

classification techniques for predicting a class.  

 

Confusion Matrix of J48 Algorithm 

=== Confusion Matrix === 

  a  b   <-- classified as 

 89  1 |  a = TRUE 

  0 18 |  b = FALSE 

 

Confusion Matrix of REPTREE Algorithm 

=== Confusion Matrix === 

  a  b   <-- classified as 

 89  1 |  a = TRUE 

  0 18 |  b = FALSE 

Confusion Matrix of NAÏVE BAYES Algorithm 

=== Confusion Matrix === 

 

  a  b   <-- classified as 

 88  2 |  a = TRUE 

  1 17 |  b = FALSE 

 

Confusion Matrix of BAYES NET Algorithm 

=== Confusion Matrix === 

 

  a  b   <-- classified as 

 88  2 |  a = TRUE 

  0 18 |  b = FALSE 

 

Confusion Matrix of SIMPLE CART Algorithm 

=== Confusion Matrix === 

 

  a  b   <-- classified as 

 89  1 |  a = TRUE 

  0 18 |  b = FALSE 
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Table I Description of the Data Set 

 

Attributes Description Possible Values 

PatientId Dummy 

Identification of 

the patient 

 

Gender  Male, Female 

Age Youth = 30-39, 

Young Adult 

=40-49 

Adult  =50-59 

Old People 

=60-69 

Youth 

Young Adult  

Adult  

Old 

ChestPainTy

pe 

Stable Angina – 

Predictable Chest 

Pain 

Unstable Angina 

–Chest pain that 

signal impending 

heart attack 

Prinzmetal's 

Angina –have 

coronary                                     

artery disease 

Stable angina  

Non-angina 

Unstable 

angina 

Prinzmetal’s 

angina 

  

 

 

 

Asymptomatic 

HeartRate   

Cholesterol Low-density 

lipoproteins 

(LDL) (Bad 

Cholesterol), 

High-density 

lipoproteins 

(HDL) (Good 

Cholesterol) 

LDL 

HDL 

Smoking  Yes, No 

BloodSugar If Blood Sugar 

level is > 120 

mg/dl -Increase 

the risk 

True, False 

BloodPressur

e 

Normal-

(systolic<139mm

Hg), 

Prehypertension- 

(systolic >140 

mmHg), High – 

(systolic > 160 

mmHg) 

Normal 

Prehypertensi

on 

High 

Electrocardio

graphicR 

(ECG) 

Normal - 

ST_T wave 

Abnormality, 

Left Ventricular 

Hypertrophy 

(LVH) 

{Electrocardiogra

phic results } 

Normal 

Abnormal 

 

Diet  Healthy, 

Unhealthy 

Alcohol  True, False 

 

 

 

The confusion matrix obtained calculate the accuracy, 

sensitivity and specificity measures [15]. The matrix denotes 

samples classified as true, others as false and others 

misclassified. Evaluation of the confusion matrix shows that 

J48, REPTREE and SIMPLE CART show a prediction 

model of 89 cases with a risk factor positive for heart 

attacks. The techniques strongly suggest that data mining 

algorithms are able to predict a class for diagnoses. The 

confusion matrix clearly categorizes the accuracy of the 

mode. The matrix validates the effectiveness of the model.  

 

Table II and Table III shows classification accuracy based 

on different techniques applied, which proves the best 

classification technique to be J48, REPTREE and SIMPLE 

CART algorithm perform similar in this data set, while 

Bayes Net algorithm out-performed the Naïve Bayes 

algorithm. 

 

Table II Predictive performance of the classifiers 

 

 
 

 

Table III Comparison of estimates 
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VI. DECISION TREE MODEL 

The J48 algorithm grows an initial tree using the divide 

and conquers technique. Fig 1 shows the visualization of the 

tree from modeling the dataset using the J48 algorithm. The 

tree is pruned to evade over fitting. The tree-construction in 

J48 differs with the tree-construction in several respects 

from REPTREE in Fig 2. These two trees show a graphical 

representation of the relations that exist in the dataset. 

Knowledge is represented mainly from the classification and 

prediction model in a tree structure.  

 

 
Fig. 1. J48 Pruned Tree 

 

 
Fig .2. REPTREE Pruned Tree 

 

VII. CONCLUSION 

The research undertook an experiment on application of 

various data mining algorithms to predict the heart attacks 

and to compare the best method of prediction. The research 

results do not presents a dramatic difference in the 

prediction when using different classification algorithms in 

data mining.  The experiment can serve as an important tool 

for physicians to predict risky cases in the practice and 

advise accordingly. The model from the classification will 

be able to answer more complex queries in the prediction of 

heart attack diseases. The predictive accuracy determined by 

J48, REPTREE and SIMPLE CART algorithms suggests 

that parameters used are reliable indicators to predict the 

presence of heart diseases. 

.  
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