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Abstract—Three Dimensional (3D) bus-NoC (Network on Chip) hybrid network is efficient in exploiting the ultra-fast propagation in vertical direction. Transaction-less Dynamic Time Division Multiple Access (D-TDMA) protocol was proposed to fully utilize the vertical bus bandwidth. However, the central controlled arbiter leads to large amount of TSVs (Through Silicon Vias) for bus arbitration, which is a great challenge to current TSV technology. This paper is motivated to explore a Distributed D-TDMA (DD-TDMA) Bus to reduce TSV cost, limit maximum waiting time, decrease arbitration latency and fully utilize the bus bandwidth. Prioritization Code Updating Algorithm (PCUA), Logic Continuous Coding (LCC) policy, and dynamic CMOS based transceivers for arbitration bus have been proposed to meet the design goal of DD-TDMA. TSVs for arbitration are greatly reduced compared to the central controlled D-TDMA while starvation free is guaranteed. Although individual arbiter is needed in each node, the total area cost of all the arbiters is about 73% of the central controlled D-TDMA for four-node bus example. Experiment has shown that, under the 4×4×4 network configuration, 3D bus-NoC hybrid network incorporated with DD-TDMA outperforms 3D mesh NoC by at most 50% reduction in average network latency.
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I. INTRODUCTION AND MOTIVATION

Most recently, 3D NoC, an amalgamation of NoC and 3D Integration Circuit (IC), is proposed as a promising solution to System-on-Chip (SoC) interconnection bottleneck[1]. By vertically stacking multiple layers of active devices and interconnecting with Through-silicon Vias (TSVs), 3D architectures could reduce wiring length by a factor of the square root of the layer numbers [2]. Compared with the planar wire, which is usually tens of millimeters, the inter-wafer distance is extremely small, ranging from 5 to 50μm [3]. Without further device scaling, the wire efficiency could be improved by 15% and the total active power could be reduced by more than 10% [4]. Other performance, such as noise immunity, logical span and transistor packing density could also be significantly improved.

3D bus-NoC hybrid Network (called 3D hybrid Network for short in this paper) takes bus as vertical interconnection and mesh [5, 6, 7] or other NoC interconnection [8, 9] as the lateral topology. Compared to other 3D topologies, the vertical one hop feature helps to utilize the ultra-low propagation latency. A central-controlled transaction-less D-TDMA [10] bus was proposed to fully utilize the bus bandwidth. D-TDMA dynamically increases and shrinks the time slots with the active nodes changing, leading nearly 100% bandwidth efficient. However, directly applying in vertical dimension would result in large TSV count, such as the work in [5] needing (k-1)(3k+log(k)) control signals for k layer stack.

TSVs have specific geometrical characteristics. According to 2013 International Technology Roadmap for Semiconductors (ITRS) [11], current minimum global-level and intermediate-level TSV pitch are 8μm and 2μm respectively. Silicon on Insulator (SOI) technology may reduce the TSV pitch to 0.4μm [4]. Yet, the stringent surface toughness and cleanroom requirement make the yield quite low, and there is still no sight in volume production in the next five years [12]. By contrast, the 4-input NAND gate area is currently 0.157μm² and will be reduced to 0.049μm² by the year 2020 [11]. The wire pitch in metal layer is also small, about 0.2μm in 65nm node technology [13]. Thus, too many TSVs would preempt the active device space and planar wire space, resulting in large area cost. What is worse, the TSV number negatively affects the total chip yield and cost. Supposing an optimistic single TSV failure rate of 10⁻⁴, more than 2,000 TSVs would result in the total chip yield dropped below 80% [14].

To reduce the TSV count, we are motivated to design a distributed bus. Compared to the central controlled bus, it consumes much less wires for carrying on the arbitration policy. Our previous work [9] proposed a kind of distributed bus architecture for 3D hybrid NoC: Fake Token bus. It locates identical arbiters in each node. The request signals are shared among all arbiters, and active nodes queue up in the status register. With this scheme, for bus with k nodes, only k TSVs are needed for arbitration. And the arbitration latency cost in wires is reduced to one time of wire propagation latency. However, Fake Token bus consumes relatively more chip area. It also has limitations for priority service extension, for the request signals contain no priority information.

Priority-covering based distributed arbitration not only...
consumes relatively less wires, but also provides the convenience for providing priority service. A node wins the arbitration by covering the priority code of others. However, when to be applied in 3D NoC, following challenge must be fully considered.

In the first, in 3D hybrid NoC, the bus traffic includes not only the one from local Process Element (PE), but also the one from the router. And router traffic might be from any other PE of the network, depending on the routing algorithm, as shown in Fig. 1. Traffic between different node pairs (S1 to D1; S2 to D2; S3 to D3) is delivered to destinations through same vertical bus interface. If differentiated service is needed, the priority should be relative to specific traffic, rather than to a node. Then, it is not feasible to bind a steady priority to a specific bus interface. If no priority service is needed, a dynamic priority assignment scheme is needed to guarantee unique winner and starvation free.

Secondly, existing priority-covering based distributed bus, such as Futurebus+ [15] and Multibus II [16], arbitrate in bit-by-bit way. Such scheme will result in large arbitration latency, which might be unacceptable in NoC communication.

Thirdly, wire AND and wire OR are the most common way to implement priority covering. And open collector or open drain drivers are usually applied for such operation. However, in an integrated circuit, they might cause large power consumption.

In this paper, a priority-covering based distributed Dynamic TDMA bus architecture, called DD-TDMA, is designed for 3D hybrid NoC. Traffic priority service is not considered yet, and will be extended in the future work. The innovative features of DD-TDMA are as follows:

A. A Priority Code Updating Algorithm (PCUA) is proposed to dynamically assign the code to each node. Under this assignment scheme, bus bandwidth is fully utilized and the maximum waiting time is kept not more than k time slots for k-node bus.

B. Logic Continuous Coding (LCC) policy is proposed to avoid arbitrating bit by bit and reduce the arbitration critical path. With LCC, all bits of the priority code can accomplish the priority covering operation simultaneously. And TSVs for arbitration is reduced to k-1 for k-node bus.

C. Wire AND operation is applied for priority covering in this paper. A dynamic CMOS based transceiver is designed for performance and power consumption consideration. The dynamic power consumption is only relative to the bus load capacitor. The more nodes on the bus, the faster the wire AND operation will be.

The rest of this paper is organized as follows. Section II illustrates priority assignment scheme of DD-TDMA. Section III describes implementation of DD-TDMA in details. Section IV gives comparison of TSV cost and area cost among different bus architectures. DD-TDMA performance in NoC application is also given. Main contributions of this paper and future work are concluded in Section V.

II. PRIORITY ASSIGNMENT SCHEME OF DD-TDMA

A. Problem Description

DD-TDMA is designed based on priority covering scheme, as shown in Fig. 2. All the active nodes simultaneously send the priority codes to the shared arbitrating bus and the code with the highest priority will cover all the others. Through reading the arbitration bus, all nodes would be clear about the arbitration winner. If the code read from the bus is equal to the code the node has sent, then the node would be the winner; otherwise, it will be the loser.

Defining C as the priority code space under the coding rule R, expressed as:

\[ R : C = \{c_i, c_2, c_3, \ldots, c_n \mid \forall i \neq j, c_i \neq c_j \} \]  (1)

Defining F as the arbitration operation and P as the priority level set under the arbitration operation F.

\[ F : C \rightarrow P = \{p_1, p_2, p_3, \ldots, p_n \mid F : c_i = p_i, 1 \leq i \leq n \} \]  (2)

where \( p_i \) is the priority level of priority code \( c_i \) under arbitration operation F.

Let C(t) as the code set taking part in arbitration at time t,

\[ C(t) = \{c_i \mid c_i \in C\} : F : C(t) \rightarrow P(t) \]  (3)

Defining the priority covering scheme under arbitration operation F as \( \Phi |_F \), then

\[ \Phi |_F (C(t)) = c_i \mid_i \in C(t), F |c_i|=\max P(t) \]  (4)

where \( c_i \) is the remaining code on the arbitrating bus. Defining the bus node set as N, the active bus node set as \( N(t) \), and the bus node count as k, then

\[ N = \{n_i \mid 1 \leq i \leq k\}, N(t) \subseteq N \]  (5)

With the priority covering scheme \( \Phi |_F \), design goal of DD-TDMA can be expressed as:

Given priority code space C, arbitration operation R and priority level set P,

Finding a priority code assignment scheme A,

\[ A : N \rightarrow C \]  (6)
Algorithm 1: Priority Code Updating Algorithm (PCUA)

Input: CPC //Current Priority Code

Active Node

Output: Arbitration Code // code to the bus

1: Initiate node priority code differently
2: if (CPC with highest priority level) then
3: Updating CPC to code with lowest priority level
4: else
5: Updating CPC by increasing one priority level
6: end if
7: if (Active Node) then
8: Arbitration Code = CPC
9: else
10: Arbitration Code = code with lowest priority level
11: end if

Fig. 3. Pseudo-code of the proposed PCUA

Fig. 4. Graphic view of the proposed PCUA

Satisfying

$A$ is injective

(7)

c_i \neq \text{null}, i f \hspace{1cm} N(t) \neq \Phi

(8)

$TSD_i \leq k$

(9)

Where $TSD_i$ is the maximum waiting time slot of node $i$.

B. Priority Code Updating Algorithm

To meet the requirement of (7)-(9), a Priority Code Updating Algorithm (PCUA) is proposed for dynamic priority code assignment, as shown in Fig. 3. For better understanding, Graphic view of the proposed PCUA is also given in Fig. 4.

At the initial time slot, all nodes are initiated with different priority code; the one with highest priority level will win the arbitration. In the next time slot, all nodes will update their codes to increase the priority level by one, no matter it is an active or inactive node. If the priority level is already the highest, it will be decreased to the lowest. This updating operation satisfies the requirement of (7), that is, guarantees the winner unique at any time. And priority code of any node would be with the highest priority level for every $k$ time slots ($k$ is the bus node number). The waiting time slot is not more than $k$, that is, requirement (9) is met.

If a node is inactive, the updated priority code will be masked to the lowest priority, as shown in Fig. 4. And the winner will be selected among the remaining active nodes.

From the above analysis, with the proposed Priority Code Updating Algorithm, the bus will not be idle if only there are active nodes, and the bus bandwidth can be fully utilized. Requirement of (8) is satisfied.

III. IMPLEMENTATION OF DD-TDMA

A. Architecture of DD-TDMA

3D Hybrid topology takes bus as vertical interconnection and NoC as the lateral topology. To mix bus and NoC interconnection in one SoC (System on Chip) system, a Bus Interface is needed to bridge between the router and bus architecture. As shown in Fig. 5, the Bus Interface consists of two bi-sync FIFO buffers, a bus arbiter and an arbitration synchronizer. The bi-sync FIFO buffers bridge the router and bus clocked by two different frequencies. The arbitration synchronizer notifies all the distributed arbiters to start arbitration. The arbiter answers for the priority code management and arbitration judgment.

In NoC, the packet size is not fixed. To fully utilize the bus bandwidth, DD-TDMA is designed to arbitrate packet-wise. Whenever a tail flit (indicating end of a packet) is detected, the arbitration synchronizer will notify the arbiter to update the priority code according to PCUA described in section II. The priority code transceivers are also enabled.

To accomplish the priority-covering based distributed arbitration, wire AND is taken as the arbitration operation $F$. The priority coding policy and the arbitration bus transceiver are all designed under this operation.

B. Priority Coding Policy

Most previous work accomplishes the wire AND logic in bit-by-bit way. Under such policy, operation result of higher bit will directly determine whether the lower bit is taken into the arbitration. This process prolongs the arbitration critical path, as shown in Fig. 6. The higher bit of the priority code $c1$ is first sent to the wire AND bus. After one wire propagation
time, the wire AND result of \( b1 \) will be read and compared to \( c1 \). If they are not equal (\( b1 \_result = 1 \), \( c0 \) will be masked and not take part in the lower bit arbitration, only if all bits finish the arbitration, the final result can be achieved.

To reduce the arbitration critical path, we are motivated to adopt an alternative priority coding policy, with which, all bits can accomplish wire AND operation simultaneously. The proposed policy is called Logic Continuous Coding (LCC). LCC follows two rules:

**Rule 1:** LCC code string consists of consecutive logic ones and consecutive logic zeroes. Full logic ones and full logic zeroes are also acceptable.

**Rule 2:** At most a logic one string and a logic zero string can be included in LCC string.

According to the above coding policy, two priority code subsets exist. The first is the codes with a series of ones followed by a series of zeroes, which are called in Logic One First (LOF) format; the second is the codes with a series of zeroes followed by a series of ones, which are called in Logic Zero First (LZF) format. Both of the two sets are applicable, however, they cannot be mixed in one application.

In a \( k \) bit binary string, there would be \( 2^k \) legal codes and \( k+1 \) codes in each code subset. That is, at least \( k-1 \) bits are needed for LCC coding to meet the requirement of the \( k \)-node bus. For better understanding, an eight-bit coding example is shown in Table I, among which \{00000000\} has the highest priority, while \{11111111\} is the lowest. The priority level is only relative to the number of zeroes in the code string, without consideration of LOF format or LZF format. The more zeroes in the code string, the higher the priority level is. Whenever the lower priority codes meet the higher priority one, the later will always win the arbitration and hold its code unchanged on the bus. The lowest priority is noted as Level 0 priority, and the higher priorities are numbered in ascending order.

<table>
<thead>
<tr>
<th>Code</th>
<th>LOF Format</th>
<th>LZF Format</th>
<th>Priority level (wire AND)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11111111</td>
<td>11111111</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>11111110</td>
<td>01111111</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>11111100</td>
<td>00111111</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11111000</td>
<td>00011111</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>11100000</td>
<td>00001111</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>11000000</td>
<td>00000111</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>10000000</td>
<td>00000011</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>00000000</td>
<td>00000001</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

**C. Arbitration Bus Transceiver**

NMOS logic or PMOS logic can be applied for wire AND logic to avoid forming cut-through current. However, there is a dilemma in the load transistor design. To reduce the static power consumption, the load transistor should be designed with as large resistance as possible. But to speed up the signal edge transition, small resistance is preferred. Therefore, it’s hard to well balance between power consumption and performance. A dynamic CMOS based arbitration bus transceiver is designed in this paper, as shown in Fig. 7. The transceiver operation follows three steps.

**The first step: pre-charging.** When the clock signal \( clk \) equals zero, the PMOS transistor in all nodes are turned on, and the NMOS transistors are all off, no matter what logic \( D_{in} \) is. This situation is much like an inverter with logic zero input and the load capacitor \( C_{L} \) will be charged, where \( C_{L} \) is the sum of the TSV capacitance and all the receiver input capacitance. For a bus with \( k \) nodes, there would be \( k \) charge current. \( C_{L} \) Should be charged to logic one before the clock ends zero logic.

**The second step: wire AND evaluation.** When \( clk \) becomes logic one, all the PMOS transistors are turned off, and the NMOS is driven by \( D_{in} \). If \( D_{in} \) is logic zero, the NMOS transistor is turned on and low impedance path is provided for \( C_{L} \) discharging to logic zero. In this situation, the driver just works like an inverter with logic one input. If \( D_{in} \) is logic one, the NMOS is turned off and the driver is much like a tri-state inverter at high impedance state. If there are multiple turned on NMOS transistors, the discharging process is just accelerated and the bus state would be finally logic zero. Only if all the NMOS transistors are turned off, there would be no discharging path for \( C_{L} \) and the bus state would be kept as logic one. The wire AND logic is effectively implemented. A bus holder is introduced to prevent discharging caused by leakage current.

**The third step: bus reading.** When the clock signal becomes logic zero again, the flip-flop in the receiver will register the bus state. On the meanwhile, the next pre-charging process also begins. If the charging process is too fast, the bus state may be covered before the flip flop reads. If such situation is met, an inverter can be inserted between the bus driver and the flip-flop receiver to meet the signal hold requirement. This requirement can also be met by shrinking the channel width of the PMOS transistors in drivers.

From the above analysis, the dynamic power consumption is only relative to the bus load capacitor. The more nodes on the bus, the faster the pre-charge and the evaluation process are. The worst case is that there is only one node taking part in the arbitration, which is similar to the data bus.

**IV. COMPARISON AND EXPERIMENT**

**A. TSV Cost Comparison**

TSVs consumed by arbitration bus greatly rely on the arbitration policy. Central controlled arbitration needs
individual connection between the central arbiter and the nodes, and usually consumes more TSVs than distributed controlled arbitration. TSV cost comparison among DD-TDMA and existing vertical bus in 3D bus-NoC hybrid Network is shown in TABLE II. Both Fake Token and DD-TDMA are distributed. They consume much less TSVs than the central controlled D-TDMA. In the eight node example and under the same TSV technology, the incurring area cost can be reduced more than 90%.

B. Arbiter area cost comparison

Area cost of four-node D-TDMA arbiter synthesized by Synopsys Design Compiler for TSMC 90nm CMOS technology has been given in [5]. To give an intuitional comparison, we have implemented four-node DD-TDMA and Fake Token arbiter under the same technology. And the Area cost comparison is shown in TABLE III. From the table, area consumed by DD-TDMA is about 73% of the D-TDMA. However, both central controlled D-TDMA and Distributed Fake Toke arbiter need to queue up the active nodes according to the request signals. The logic needed to be processed would be increased with proportional to the \( k \) power of 2 (\( k \) is the bus node number). DD-TDMA arbitrates with the priority code, and the priority code length linearly increases the bus node. That is, when the node number is further increased, the area cost reduction would be much larger than the four-node example.

C. Starvation Test and comparison

In this paper, it is assumed that no differentiated service is required, and all the bus nodes should be serviced within limited maximum waiting time, that is, no node is starved. This experiment is designed to validate how the nodes are serviced under DD-TDMA. And comparison between eight-node D-TDMA and DD-TDMA is given in Fig. 8. In the experiment, packets injection rate for all nodes is set as 1:8 and all nodes send packets in a random way. That is, the bus works at full load situation. The final results show that DD-TDMA performs as excellent as D-TDMA and almost provide equal service to all nodes. As shown in Fig. 8, the difference among the total packets sent by each node is negligible. And DD-TDMA shows a very low Relative Standard Deviation (RSD) of 0.281%, a little smaller than D-TDMA, 0.319%.

D. Performance Comparison

To validate the performance of DD-TDMA bus in 3D hybrid network, we have incorporated the developed bus to our FPGA based NoC test platform ReEF3Ns [17]. And 4x4x4 3D mesh and 3D hybrid architecture configuration are taken as test bench. The traffic mode is set to random uniform distribution, and flit size is set to 2 to 8. The throughput and average latency are watched and compared, as shown in Fig. 9. The throughput of the two architectures is kept almost the same, and the saturated point of 3D hybrid NoC is a little lower than 3D mesh topology, as shown in Fig. 9(a). The average latency of the two architectures is also quite similar when the injection rate is less than 0.3, as shown in Fig. 9(b). With the increase of injection rate, the latency of 3D hybrid NoC increases much more slowly than 3D mesh architecture. Specifically, at the injection rate of 0.55, the latency of 3D hybrid NoC is only 50 % of the 3D mesh topology. This may benefit from the vertical one hop feature of 3D hybrid NoC.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed and implemented a priority-covering based distributed D-TDMA bus for 3D...
hybrid network to reduce the TSV cost. Experiment has shown that 3D hybrid NoC with DD-TDMA bus outperforms 3D-mesh NoC in network average latency. However, in some real application, different Quality of Service (QoS) might be needed by different traffic. For DD-TDMA is naturally priority based, we will extend it for differential service supporting in the future. And a QoS supported 3D hybrid NoC would be further developed.
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