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Abstract—In this paper, in order to reduce the hardware complexity, the S-Box based on composite field arithmetic (CFA) technology is optimized by using Genetic Algorithm (GA) and Cartesian Genetic Programming (CGP) model. Firstly, the multiplicative inverse (MI) over GF(2^8) is mapped into composite field GF((2^2)^2) by using the CFA technique. Secondly, the compact circuit of MI over GF(2^8) is selected from 100 evolved circuits, and same design method is applied to the compact circuit of multiplication over GF(2^8). Compared with the direct implementations, the areas of optimized circuits of MI over GF(2^8) and multiplication over GF((2^2)^2) are reduced by 66% and 57.69%, respectively. Moreover, the area reductions for MI over GF(2^8) and the whole of S-Box are up to 59.23% and 56.14%, respectively.
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I. INTRODUCTION

THE Advanced Encryption Standard (AES) is the smart-of-the-art symmetric block data encryption algorithm which was established by the National Institute of Standards and Technology (NIST) to replace the Data Encryption Standard (DES) in 2001. The AES algorithm consists of four transformations, namely SubBytes (SB), ShiftRows (SR), MixColumns (MC) and AddRoundKey (ARK). Nowadays, it has been widely used in various fields of information security, such as wireless local area network (WLAN), wireless personal network (WPAN), wireless sensor network (WSN) and the smart card system [1-2]. With the wide application of AES algorithm, it is very necessary to design and implement compact circuit of AES. However, the implementation of S-Box is the most expensive part in terms of the required hardware. Therefore, the design and implementation of compact S-Box is the key component of the AES algorithm [3-4].

AES S-box is defined as a multiplicative inverse (MI) over the Galois field GF(2^8) followed by an affine transformation. The affine transformation is relatively simple to achieve, so the difficulty in design of AES S-Box is how to implement MI over GF(2^8) in the specific hardware implementation. Different circuit architectures have been proposed by many papers for design and implementation of AES S-Box, such as CFA technology, look up table (LUT), positive polarity reed-muller (PPRM), decoder-switch-encoder (DSE), sum of products (SOP), binary decision diagram (BDD) and twisted-BDD. Among these implementations, S-Box implemented with CFA has the smallest area [5-6]. Therefore, in order to reduce the hardware complexity, the MI over GF(2^8) can be decomposed into composite filed GF((2^2)^2) or GF(((2^3)^2)^2) by using the CFA technology.

Circuit optimization method is adopted to design a compact S-Box because there are still many redundant gates in the implementation of CFA S-Box. Different common sub-expression elimination (CSE) methods have been proposed by many papers to optimize the circuit of CFA S-Box. In [3-4], the MI over GF(2^8) is decomposed into composite filed GF((2^2)^2). According to different irreducible polynomials with normal basis representations, the MI over GF(2^8) is expressed by logic expressions directly and optimized by CSE algorithm, which is an important part in MI over GF((2^3)^2). In [7], the MI and multiplication over GF(2^8) are decomposed into GF((2^3)^2) and optimized by sharing common sub-expressions (CSs), and matrix multiplication is optimized by CSE algorithm. The implementation of S-Box proposed in [7] has the smallest area [4].

Evolutionary algorithm is an intelligent optimization algorithm based on population search. And people pay more and more attentions to it in recent years. Using EA to design circuit can reduce the resources of gates and the areas of circuits effectively and can also improve the utilization efficiency of the circuit. What is more, it can find novel circuit structure which is difficult for people to think of. Therefore, in this paper, Genetic Algorithm (GA) is adopted to further optimize the circuit of CFA S-Box.

The main works of this paper are as follows: Firstly, using CFA technology, the MI over GF(2^8) is decomposed into composite filed GF((2^2)^2), and the multiplication over GF(2^8)
is further mapped into composite field GF(2^2 x 2^2). Secondly, the MI over GF(2^2) and the multiplication over GF(2^2) are optimized with by GA respectively. Finally, the implementation of CFA S-Box optimized by GA has smaller area cost than the one proposed in [7] which has the minimal area cost [4].

II. THE IMPLEMENTATION OF CFA S-Box OPTIMIZED BY GA

A. The design process of AES S-Box

In this paper, in order to reduce the hardware complexity, GA is adopted to optimize the circuit of CFA S-Box because the circuit designed by EA has small area cost. Fig. 1 shows the whole design process of AES S-Box.

Firstly, the MI over GF(2^8) is decomposed into composite field GF(2^2 x 2^2). Secondly, the MI over GF(2^8) is optimized by GA.

The MI over GF(2^8) is decomposed into composite field GF(2^2 x 2^2)

The multiplication over GF(2^2) is decomposed into composite field GF(2^2 x 2^2)

The multiplication over GF(2^2) is optimized by GA

The multiplication over GF(2^2) is optimized by CSE

The MI over GF((2^2)^2) is mapped into Galois field GF(2^8)

Fig. 1. The design process of AES S-Box.

GA, and at the same time the multiplication over GF(2^2) is further mapped into GF(2^2 x 2^2), and then the multiplication over GF(2^2) is optimized by GA. Thirdly, the multiplications over GF(2^2) in MI over GF((2^2)^2) are optimized by CSE algorithm. Finally, the MI over GF((2^2)^2) is mapped into GF(2^8) to implement the circuit of S-Box.

B. The implementation of S-Box based on CFA technology

AES S-Box is defined as the MI over the finite field GF(2^8) followed by an affine transformation. The MI over GF(2^8) can be mapped into composite field GF((2^2)^2) to reduce the hardware complexity by adopting CFA technology, since direct calculation of the MI over GF(2^8) is a complicated and difficult task. In this paper, the CFA technology proposed in [7] is adopted to illustrate the optimization of CFA S-Box by GA.

In CFA technology, an isomorphic mapping matrix is demanded to map the input vector from the finite field GF(2^8) to the composite field GF((2^2)^2), and its inverse matrix is required to revert the computing results to GF(2^8). So the S-Box based on CFA technique can be expressed as:

\[ S(X) = M(T^{-1}(TX))^4 + V \]

where T is the isomorphic mapping matrix and T^{-1} is inverse matrix of T. Generally, matrix T^{-1} and matrix M are merged into a single matrix to reduce the hardware resources. The architecture of S-Box using the CFA technique is shown in Fig. 2.

In CFA technology, the MI over GF(2^8) is built iteratively from GF(2) by using the following irreducible polynomials:

\[ \text{GF}(2^2) : f_1(z) = z^2 + z + \gamma \]

\[ \text{GF}(2^2) : f_2(y) = y^2 + y + \lambda \]

\[ \text{GF}(2^2) : f_3(w) = w^2 + w + 1 \]

In [7], it indicates that the circuit constructed under coefficients \{\gamma=(0001), \lambda=(10), \} needs the least number of gates. So coefficients \{\gamma=(0001), \lambda=(10)\} are also used in this paper.

According to the first irreducible polynomial in (2), the MI over GF(2^8) is decomposed into GF((2^2)^2) (3) [7]:

\[ B(Z) = A^{-1}(Z) = ((A_h + A_4)^2 \gamma + A_4 A_h)^{-1} \times (A Z^{16} + A_h Z) \]

where A(Z) can be expressed as A(Z)=A_h Z^{16} + A_h Z, \{A_h, A_4\} \in GF(2^8), B(Z) can be represented in the same way. The architecture of MI over GF((2^2)^2) is shown in Fig. 3.

As shown in Fig. 3, the MI over GF((2^2)^2) includes two additions, a MI, a square, a constant multiplication and three multiplications. All the operations are over GF(2^2). The addition over GF(2^2) is defined as bitwise XOR operations. The square and constant multiplication over GF(2^2) can be deduced from multiplication over GF(2^2), and they are usually joint into a single block to reduce the number of gates. The MI and multiplication over GF(2^2) are further mapped into GF((2^2)^2) by using the second irreducible polynomial in (2). They are expressed as (4) and (5) respectively:

\[ E(Y) = C^{-1}(Y) = ((C_4 + C_h)^2 \lambda + C_h C_4)^{-1} \times (C Y^4 + C_h Y) \]

\[ F(Y) = C(Y) D(Y) = \left[ C_i D_i + (C_h + C_i) (D_i + D_h) \lambda \right] Y^4 + \left[ C_i D_i + (C_h + C_i) (D_i + D_h) \lambda \right] Y \]

where C(Y) can be expressed as C(Y)=C_h Y^4 + C_h Y, \{C_h, C_4\} \in GF(2^2), D(Y), E(Y) and F(Y) can be represented in the same way. By using the third irreducible polynomial in (2), the MI and multiplication over GF(2^2) are further
decomposed into GF((2)3) as (6) and (7) respectively:

\[ H(W) = G^{-1}(W) = (g_0^2 W^2 + g_1 W) \]

\[ L(W) = G(W)K(W) = (g_0^2 W^2 + g_1 W)^2 + (g_0^2 + g_1 + g_2) W \]

where \( G(W) = g_1 W^2 + g_0 W \), \( \{ g_1, g_0 \} \in \text{GF}(2) \), \( K(W), H(W) \) and \( L(W) \) are expressed in the same way. According to (4) to (7), the logic expressions of each part in Fig. 3 can be derived.

C. Genetic Algorithm and Evolvable Hardware

GA is an adaptive optimization algorithm of probability search which simulates heredity and evolution of biology in environment, and uses some mechanisms inspired by biological evolution: selection, crossover and mutation [9] [10]. It is usually used to search exact or approximate solutions to optimize and solve problems.

GA will be constantly for evolutionary computation until find the best design. After several iterations, under the survival of the fittest algorithm, the bad design will be abandoned on the basis of competitive selection strategy. Therefore, the number of excellent individuals will increase continually and the best design will be find finally.

In this paper, the circuit model is based on Cartesian Genetic Programming (CGP) [11]. Each candidate circuit is encoded in the chromosome. The chromosome is a string of integers where each three continuous genes embody a gate. Each triplet in the chromosome encodes the two inputs and the type of a gate respectively. So each chromosome represents a candidate circuit topology. The type, function and the quantity of transistors of logic gates [8] and their corresponding numbers are listed in TABLE I.

<table>
<thead>
<tr>
<th>Number</th>
<th>Type</th>
<th>Function</th>
<th>Transistors</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>AND</td>
<td>A&amp;B</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>OR</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>2</td>
<td>XOR</td>
<td>A⊙B</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>NOT1</td>
<td>!A</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>NOT2</td>
<td>!B</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>NAND</td>
<td>!(A&amp;B)</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>NOR</td>
<td>A⊕B</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>XOR</td>
<td>A⊕B</td>
<td>12</td>
</tr>
</tbody>
</table>

D. The optimization of MI over composite field GF((2)^3)

In this paper, the circuit of MI over composite field GF((2)^3) which is based on CGP model, is optimized by GA. The basic parameters of GA are set as follows: the population size is 500, the size of initial population is 200, the crossover probability is 0.8, and the mutation probability is 0.03. The optimization of each part in Fig. 3 is in the following.

The optimization of MI over composite field GF((2)^3)

According to the derivation in section B, the logic expressions of MI over GF((2)^3) are represented as (8):

\[ \lambda = (10)_2 \]

The block \( (\times \lambda) \) in (7) requires one XOR gates by using the computation in (9).

So the optimized circuit of multiplication over GF((2)^3)
demands 18 XORs and 12 NANDs, which contains 264 transistors. Compared to the quantity of transistors in direct implementation, which requires 44 XORs and 16 ANDs, it gives 360(57.69%) transistors reduction in total area cost.

**Hardware performances of optimized implementations**

Substitute (7), (9), and $\gamma=(0001)$ into (5) to obtain that:

$$S = C^2 \times \gamma = \begin{cases} 
 s_3 = c_2 + c_0 \\
 s_2 = c_1 + c_3 \\
 s_1 = c_1 + c_0 \\
 s_0 = c_0 
\end{cases}$$

where $c=(c_0,c_1,c_2,c_3) \in GF(2^4)$, $\{c_1,c_2,c_3,c_0\} \in GF(2)$. According to (10), the block $i \times \gamma$ in Fig. 3 needs three XORs.

Six XORs are eliminated by sharing common sub-expressions among Part II, Part V and Part VI in Fig. 3. Therefore, The three multiplications over $GF(2^4)$ requires 48 XORs and 36 NANDs.

The total area of MI over composite field $GF((2^4)^2)$ is computed as:

$$A_{MI} = A_1 + A_{MT} + A_{VI} = \left(4A_{XOR} + 3A_{XOR}\right) + 4A_{XOR}$$

$$+ \left(A_{NOT} + 4A_{XOR} + 4A_{NAND} + 4A_{AND} + 2A_{OR}\right)$$

$$+ \left(8A_{XOR} + 36A_{NAND}\right)$$

$$= A_{NOT} + 40A_{NAND} + 4A_{AND} + 2A_{OR} + 63A_{XOR}$$

However, in the direct implementation, 162 XORs and 66 ANDs are required, and the number of transistors is 2340. The area reduction is up to 954(59.23%).

In this paper, the isomorphic mapping matrix $T$ and matrix $MT^{-1}$ are adopted as same as those in [7]. So the implementation of isomorphic mapping matrix multiplication requires 13 XORs and the multiplication of matrix $MT^{-1}$ needs 11 XORs. The total number of gates in S-Box is computed as:

$$A_{S-Box} = A_1 + A_{MT^{-1}} + A_{MI}$$

$$= 13A_{XOR} + 11A_{XOR}$$

$$+ \left(A_{NOT} + 40A_{NAND} + 4A_{AND} + 2A_{OR} + 63A_{XOR}\right)$$

$$= A_{NOT} + 40A_{NAND} + 4A_{AND} + 2A_{OR} + 87A_{XOR}$$

Compared with the direct implementation, which includes 203 XORs and 66 ANDs, the quantity of transistors of optimized S-Box is 1242 with a reduction of 56.14% in terms of the total area cost.

### III. Comparisons and Results

In this paper, the implementation of CFA S-Box is optimized by GA. The type and quantity of logic gates as well as the total number of transistors in the direct implementation and optimization by GA are listed in TABLE II, respectively.

As shown in TABLE II, compared to the direct implementation, the optimized circuit of MI over $GF((2^4)^2)$ is reduced by 59.23%. The area reduction for S-Box is up to 56.14%.

In TABLE III, the multiplication and MI over $GF(2^4)$ proposed in this paper is compared to the implementations in the previous works. It can be known that, the multiplication over $GF(2^4)$ is further decomposed into composite field $GF((2^4)^2)$, and the implementation in this paper has the minimal area. The MI over $GF(2^4)$ is directly implemented in [3,4] and this paper, whereas it is further mapped into $GF((2^4)^2)$ in [7]. The best implementations in [3] and [4], which proposed four and three implementations respectively, are listed in TABLE III. As shown in TABLE III, the MI over $GF(2^4)$ proposed in this paper achieves the minimal area cost.

The comparisons of the whole of implementation of S-Box are listed in TABLE IV. As shown in table 4, the S-Box achieved with CFA technology is more compact than those with other methods. The optimized implementation of S-Box proposed in this paper has the minimal hardware requirement.

### TABLE II

**THE AREA COST REQUIRED BY EACH PART OF THE CFA S-BOX THAT IS OPTIMIZED BY GA**

<table>
<thead>
<tr>
<th>Modules</th>
<th>XOR</th>
<th>AND</th>
<th>Transistors</th>
<th>NOT</th>
<th>NAND</th>
<th>AND</th>
<th>OR</th>
<th>XOR</th>
<th>Transistors</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over $GF(2^4)$</td>
<td>44</td>
<td>16</td>
<td>624</td>
<td>12</td>
<td></td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>264(57.69%)</td>
</tr>
<tr>
<td>MI over $GF(2^4)$</td>
<td>16</td>
<td>18</td>
<td>300</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>102(66%)</td>
</tr>
<tr>
<td>$(A_1+A_2)^2\times\gamma$</td>
<td>10</td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>84(30%)</td>
</tr>
<tr>
<td>Adder Over $GF(2^4)$</td>
<td>4</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>48(0%)</td>
</tr>
<tr>
<td>MI Over $GF((2^4)^2)$</td>
<td>162</td>
<td>66</td>
<td>2340</td>
<td>40</td>
<td>4</td>
<td>2</td>
<td>63</td>
<td>2</td>
<td>954(59.23%)</td>
<td></td>
</tr>
<tr>
<td>$T\times$</td>
<td>24</td>
<td>288</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>156(45.83%)</td>
</tr>
<tr>
<td>$MT^{-1}\times$</td>
<td>17</td>
<td>204</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>132(35.29%)</td>
</tr>
<tr>
<td>S-Box</td>
<td>203</td>
<td>66</td>
<td>2832</td>
<td>40</td>
<td>4</td>
<td>2</td>
<td>87</td>
<td>2</td>
<td>1242(56.14%)</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE III

**COMPARISONS OF MUltIPLICATION OVER $GF(2^4)$ AND THE MI OVER $GF(2^4)$ PROPOSED IN THE WORKS**

<table>
<thead>
<tr>
<th>Works</th>
<th>Multiplication over $GF(2^4)$</th>
<th>MI over $GF(2^4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>$GF((2^4)^2)$</td>
<td>21 9 306</td>
</tr>
<tr>
<td>[4]</td>
<td>$GF(2^4)$</td>
<td>20 9 294</td>
</tr>
<tr>
<td>[7]</td>
<td>$GF((2^4)^2)$</td>
<td>18 12 288</td>
</tr>
<tr>
<td>Ours</td>
<td>$GF((2^4)^2)$</td>
<td>12 18 264</td>
</tr>
</tbody>
</table>

As shown in TABLE III, compared to the direct implementation, the optimized S-Box is 1242 with a reduction of 56.14% in terms of the total area cost.
TABLE IV

<table>
<thead>
<tr>
<th>Works</th>
<th>Realization</th>
<th>Transistors</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>Twisted BDD</td>
<td>11260</td>
</tr>
<tr>
<td>[6]</td>
<td>PPRM</td>
<td>2308</td>
</tr>
<tr>
<td>[6]</td>
<td>DSE</td>
<td>2788</td>
</tr>
<tr>
<td>[3]</td>
<td>CFA</td>
<td>1614</td>
</tr>
<tr>
<td>[4]</td>
<td>CFA</td>
<td>1368</td>
</tr>
<tr>
<td>[7]</td>
<td>CFA</td>
<td>1308</td>
</tr>
<tr>
<td>ours</td>
<td>CFA</td>
<td>1242</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The circuit generated by using EA has the compact and novel structure that is hard for people to come up with. Therefore, in this paper, the S-Box with CFA technology is optimized by adopting GA and the implementation has the minimal area occupancy. Firstly, the MI over GF(2^8) is decomposed into composite field GF((2^4)^2), and then the MI over GF(2^4) and the multiplication over GF((2^2)^2) are optimized with using GA. Compared with the direct implementation, the number of transistors in the optimized circuit of MI over GF((2^4)^2) and multiplication over GF((2^2)^2) are reduced by 66% and 57.69%, respectively. Secondly, the common sub-expressions among three multiplications over GF(2^4) in MI over GF((2^2)^2) are eliminated by CSE algorithm. The area reduction of MI over GF((2^2)^2) and S-Box is up to 59.23% and 56.14%, respectively compared to the direct implementation.

In previous works, the implementation of S-Box proposed in [7] has the minimal area cost [4], which consists of 91 XORs and 36 ANDs, i.e. 1308 transistors. Compared with the implementation in [7], the optimization proposed in this paper includes a NOT, 40 NANDs, four ANDs, two ORs and 87 XORs, i.e. 1242 transistors, with a reduction of 13.33% in terms of the total area occupancy. Therefore, the implementation of S-Box proposed in this paper has the minimal area cost at present.
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