Abstract—Software quality estimation is one of essential aspects in software projects. Accurate quality estimates are necessary for goodly developing software systems. Many estimation methods have been proposed. Among those methods, COQUAMO, the model used to estimate the quality of the software project in defects/KSLOC (or some other unit of size). Nowadays, estimation models are based on neural network, the fuzzy logic modeling etc. for accurately estimate software development effort, time and quality. As, neural networks design have not clear guidelines and fuzzy logic approach usage is more difficult, a meta-heuristic Intelligent Water Drops (IWD) algorithm can offer some improvements in accuracy for software quality estimation. This work adapts the IWD algorithm for optimizing the current coefficients of COQUAMO model to achieve more accurate estimation of software development quality. The experiment has been conducted on NASA 93 software projects. This work is the first one used to optimize COQUAMO.
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I. INTRODUCTION

A software project that is completed on time, within budget, and delivers a quality product that satisfies users and meets requirements is said to be successful. However, many software projects fail. Only a third of all software development projects were successful, in terms of they met budget, schedule, and quality goals as a report given by the Standish Group states [1]. Most project fails usually are due to the planning and estimation steps, not due to the implementation steps. Several studies have been done during the last decade, for finding the reason of the software projects failure. 2100 internet sites were searched extensively by Galorath et al. who found 5000 reasons for the software project failures. Among the found reasons, insufficient requirements engineering, poorly planned project, suddenly decisions making at the early stages of the project and inaccurate estimations were the most important reasons [2]. Therefore, accurate software cost, time and quality estimation is necessary and is critical to both developers and customers. Software cost estimation focuses on the time and the effort required to complete a software project. Software cost estimation starts at the proposal state and continues throughout the life time of a project [3]. The human-effort occupies the large part of software development cost and most cost estimation methods focus on this aspect and give estimates in terms of person-month [4]. Some software defects are unavoidable during software development, even if accurate planning, well documentation and proper process control are performed carefully. These software defects affect the quality of software product which might be the main cause of project failure [9]. Therefore, in order to manage budget, schedule and quality of software projects, several software estimation methods have been developed. Among those methods, COCOMO II is the most widely used model for estimating the effort in person-month and the time in months for the whole software project and also at different stages, and COQUAMO is the model used to estimate the quality of the software project in terms of defects/KSLOC (or some other unit of size). Nowadays, most estimation models are based on neural network, genetic algorithm, the fuzzy logic modeling etc. for accurately estimate software development effort, time and quality. As, neural networks have not clear guidelines for design and fuzzy logic approach usage is more difficult, the meta-heuristic intelligent water drops (IWD) algorithm can offer some improvements in accuracy for software quality estimation. This work adapts the IWD algorithm for optimizing the current coefficients of COQUAMO model to achieve more accurate estimation of software development quality. The experiment has been conducted on NASA 93 software projects. This work is the first one used to optimize COQUAMO.

The rest of the paper is organized as follow: section II related works, section III COQUAMO model, section IV dataset description, section V IWD algorithm, section VI results analysis and section VII discusses and concludes the paper.

II. RELATED WORK

There are many prediction models that can be used to predict software defects such as machine learning based models (artificial neural networks (ANN), Bayesian belief networks (BBN), reinforcement learning (RL), genetic algorithms (GA), genetic programming (GP) and decision trees) [9] and fuzzy logic models [2] etc. However each one has its own advantages and disadvantages and each one can be used for specific projects at different stages [9]. Because COCOMO II is the most widely used and standard model for estimating the effort in person-month and the time in months for a software project at different stages [4] and COQUAMO [10][11] is an extension of it, COQUAMO
model will deserve much attention to improve it.

Because today's project quality evaluation based on old coefficients of COQUAMO model may not match the required accuracy, therefore by calibration, the accuracy of results in this method will be increased and the aim of this research is to use IWD algorithm to optimize the current COQUAMO model coefficients to achieve accurate software quality estimation and reduce the uncertainty of COQUAMO coefficients using IWD algorithm.

III. COQUAMO MODEL

Constructive quality model (COQUAMO), which is shown in figure 1, is an extension of the existing constructive cost model (COCOMO II) and consists of two sub-models: defects introduction (DI) sub-model and defects removal (DR) sub-model.

A. Defect Introduction (DI) Sub-Model

The DI sub-model’s inputs include source lines of code and/or function points FPs as the sizing parameter, adjusted for both reuse and breakage, and a set of 21 multiplicative DI-drivers divided into four categories, platform, product, personnel and project. These 21 DI-drivers are a subset of the 22 cost parameters required as input for COCOMO II.

Development flexibility FLEX driver has no effect on defect introduction and thus here its values for rating are set to 1.

The decision to use these drivers was taken after the author did an extensive literature search and did some behavioral analyses on factors affecting defect introduction. The outputs of DI sub-model are predicted number of non-trivial defects of requirements, design and code introduced during development life cycle; where non-trivial defects include:

- Critical (causes a system crash or causes a serious damage or jeopardizes personnel)
- High (causes impairment of critical system functions and no workaround solution exists)
- Medium (causes impairment of critical system function, though a workaround solution does exist).

Based on expert-judgment, an initial set of values to each of ratings of the DI-drivers that have an effect on the number of defects introduced and overall software quality were proposed and we are used them in our implementation.

B. Defect Removal (DR) Sub-Model

The aim of the defect removal (DR) model is to estimate the number of defects removed by several defect removal activities, namely automated analysis AUTA, people reviews PEER and execution testing and tools EXTT. The DR model is a post-processor to the DI model. Each of these three defect removal profiles removes a fraction of the requirements, design and coding defects introduced from DI model. Each profile has 6 levels of increasing defect removal capability, namely `Very Low`, `Low`, `Nominal`, `High`, `Very High` and `Extra High` with `Very Low` being the least effective and `Extra High` being the most effective in defect removal.

To determine the defect removal fractions (DRF) associated with each of the six levels (i.e. very low, low, nominal, high, very high, extra high) of the three profiles (i.e. automated analysis, people reviews, execution testing and tools) for each of the three types of defect artifacts (i.e. requirements defects, design defects and code defects), the author conducted a 2-round Delphi and we used the values of DRF resulted from 2-round Delphi in our implementation.

The inputs of DR sub-model include software size in thousand source lines of code KSLOC and/or function points, defect removal profiles levels and number of non-trivial defects of requirements (Req), design (Des) and code (Code) from DI model. For more details about COQUAMO, see [10] [11].
measure by assuming c language is used for implementation. B1, B2 and B3 account for economies / diseconomies of scale. (DI-driver)jReq , (DI-driver)jDes and (DI-driver)jCode are the defect introduction driver for each artifact and the jth factor.

\[ r = 1 \text{ to } 3 \] for each DR profile, namely automated analysis, people reviews, execution testing and tools. 

\[ DRF_{jReq}, DRF_{jDes} \text{ and } DRF_{jCode} \] are Defect Removal Fraction for defect removal profile r and artifact type (Req, Des and Code).

IV. DATASET DESCRIPTION

Experiments have been conducted on NASA 93 data set found in [5]. The dataset consist of 93 completed projects with its size in kilo line of code (KLOC) and actual quality in defects/ KLOC. Here KSLOC is converted to FPs as software size measure by assuming c language is used for implementation. Multipliers (DI-Drivers) and scale factors from Very Low to Extra High are also given in the dataset. Defects removal activities levels (ratings) are not found in NASA 93 dataset, so the ratings are assumed to be of ‘Nominal’ rating.

In this data set, there is no classification of defects into requirements (Req), design (Des) and Code (Code) defects. So the total defects of each project in the dataset are converted into Req, Des and Code defects according to Jones report [12] such that documentation defects \(=0.60\) per function point FP, requirements defects=1 per FP, design defects =1.25 per FP , code defects=1.75 per FP and bad fixes defects=0.40.

Therefore, Req, Des and Code defects for each project j (Prj) in the data set are calculated as follows:

\[
\text{Prj Req defects} = \frac{\text{total defects of Prj}}{128} \times (1+0.20) \quad (7)
\]

\[
\text{Prj Des defects} = \frac{\text{total defects of Prj}}{128} \times (1+0.20) \quad (8)
\]

\[
\text{Prj Code defects} = \frac{\text{total defects of Prj}}{128} \times (1+0.20) \quad (9)
\]

Where, documentation defects are divided equally among artifacts by assumption (0.20 for each). 128 is a factor of c language to convert SLOC into FPs. Bad fixes defects are related to DI-drivers.

V. INTELLIGENT WATER DROPS (IWD) ALGORITHM

In nature, flowing water drops are mostly seen in rivers, which form huge moving swarms. The paths that a natural river follows have been created by a swarm of water drops. While a natural water drop flows from one point of a river to the next point in the front. Three changes occur during this transition: the water drop velocity is increased, the water drop soil is increased, and in between these two points, soil of the river’s bed is decreased.

Based on these observations, the Intelligent Water Drops have been introduced. These Intelligent Water Drops or IWDs flow in a graph of a given optimization problem. Then, the resulting effect is that the best solution is obtained for the problem [6, 7].

A. Assumption and Representation

IWD is basically developed for combinatorial optimization problems, with only one paper [8] modifies it to be used for continuous optimization problems by using the binary coding of edges. To use IWD for continuous optimization problems such as optimizing the COQUALMO model and maintaining the original structure of IWD, the coefficients of COQUALMO model, A1, B1, C1, A2, B2, C2, A3, B3 and C3, are assumed to be represented by the graph by adding virtual nodes numbered from 0 to 9 and connecting those nodes to each coefficient as in figure 2, where \( i = 1..3 \).

![Fig. 2. Coefficients representation.](image)

Each of above nine coefficients is expressed by 4 digits which are chosen among 10 digits by IWD algorithm according to minimum probabilities. First digit is integral part of a coefficient and the remaining 3 are fractions part.

The soils are placed on the edges between coefficients and digits as in the figure 2.

B. The Proposed IWD Algorithm

To optimize the COQUALMO model coefficients, The main steps of proposed IWD algorithm are in figure 3.

VI. RESULT ANALYSIS

IWD parameters initial values:

- Number of IWDs=5, Initial Soil=10000 , velocity=100, local and global soil updating parameters=0.9, \( a_i = 1, b_i = 0.01, c_i = 1, a_i = 1, b_i = 0.01 \) and \( c_i = 1 \).

The best result is achieved using 10000 iterations, and a solution set is received from which the best solution is chosen i.e. a solution with the best fitness function value (FitnessAll). The final best solution obtained for coefficients are: 0.405[1028][0717][0405][1028][0717][0724][105][0782]. According to this solution, the resulting optimized COQUALMO model coefficients are the following: A1= 0.405, B1= 1.028, C1= 0.71, A2= 0.405, B2= 1.028, C2= 0.717, A3= 0.724, B3= 1.05 and C3= 0.782. Current COQUALMO model coefficients are all equal 1.

Tables, table I and table II, show the comparison among actual and estimated Req, Des and Code defects/FP obtained from COQUALMO model using its current coefficients and using optimized coefficients by IWD, respectively for the first ten project dataset with their estimated project size.

Table III shows the comparison among the actual and estimated Req, Des and Code defects/FP for the first ten project dataset using optimized and current COQUAMO model coefficients with their estimated project size.

The graphical comparison described in table I and table II is shown in figure 4 and figure 5, respectively.

The graphical comparison described in table III is shown in figure 6, figure 7 and figure 8.
FitnessDesij = |ActualDesj - EstimatedDesij| / ActualDesj (11)
FitnessCodeij = |ActualCodeij - EstimatedCodeij| / ActualCodeij (12)

10. The fitness functions (Mean Magnitude of Relative Error MMRE) for each artifact are calculated as the average value of all projects specific fitness values calculated during steps 8 and 9 which depends on the difference between real and estimated Req, Des and Code defects. So, the fitness functions values should be minimized.

$$\text{FitnessReq} = \frac{1}{n} \times \sum_{j=1}^{n} \text{FitnessReqij}$$ (13)

$$\text{FitnessDes} = \frac{1}{n} \times \sum_{j=1}^{n} \text{FitnessDesij}$$ (14)

$$\text{FitnessCode} = \frac{1}{n} \times \sum_{j=1}^{n} \text{FitnessCodeij}$$ (15)

$$\text{FitnessAll} = (\text{FitnessReq} + \text{FitnessDes} + \text{FitnessCode}) / 3$$ (16)

11. Find the iteration best solution (optional).
12. Update the soils of virtual edges that form current best solution according to IWD equation 6 in [6] (optional).
13. end while.

<table>
<thead>
<tr>
<th>P_i No</th>
<th>P_i</th>
<th>Actual Req Defects/FP</th>
<th>Req Defects/FP Calculated by Current COQUAMO coefficients</th>
<th>Actual Des Defects/FP</th>
<th>Actual Code Defects/FP</th>
<th>Code Defects/FP Calculated by Current COQUAMO coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>192.1</td>
<td>7.190</td>
<td>8.688</td>
<td>8.688</td>
<td>9.423</td>
<td>9.423</td>
</tr>
<tr>
<td>3</td>
<td>640.6</td>
<td>2.4</td>
<td>8.608</td>
<td>2.9</td>
<td>9.336</td>
<td>9.336</td>
</tr>
<tr>
<td>4</td>
<td>75.78</td>
<td>0.75</td>
<td>1.234</td>
<td>0.781</td>
<td>1.051</td>
<td>1.051</td>
</tr>
<tr>
<td>5</td>
<td>17.18</td>
<td>4.2</td>
<td>6406</td>
<td>837</td>
<td>1719</td>
<td>1719</td>
</tr>
<tr>
<td>6</td>
<td>27.34</td>
<td>1.021</td>
<td>1.234</td>
<td>1.234</td>
<td>1.660</td>
<td>1.660</td>
</tr>
<tr>
<td>7</td>
<td>520.3</td>
<td>19.47</td>
<td>69.91</td>
<td>23.52</td>
<td>75.82</td>
<td>75.82</td>
</tr>
<tr>
<td>8</td>
<td>58.59</td>
<td>0.75</td>
<td>148</td>
<td>0.970</td>
<td>1.486</td>
<td>1.486</td>
</tr>
<tr>
<td>9</td>
<td>156.2</td>
<td>5.306</td>
<td>17.95</td>
<td>18.78</td>
<td>8.622</td>
<td>8.622</td>
</tr>
</tbody>
</table>

1 - the IWD number, j – the project number, ActualReq – is actual software Req defects, EstimatedReq – is the estimated software Req defects, using IWD i. ActualDes – is actual software Des defects, EstimatedDes – is the estimated software Des defects, using IWD i. ActualCode – is actual software Code defects and EstimatedCode – is the estimated software Code defects, using IWD i.
Table III: Comparison among Req, Des and Code defects values vs. size by IWD and COQUAMO

<table>
<thead>
<tr>
<th>P, No</th>
<th>FPs</th>
<th>Actual Req Defects/FP</th>
<th>Defects/FP Calculated by Optimized IWD coefficients</th>
<th>Actual Des Defects/FP</th>
<th>Defects/FP Calculated by Optimized IWD coefficients</th>
<th>Code Defects/FP Calculated by Optimized IWD coefficients</th>
<th>Actual Code Defects/FP</th>
<th>Code Defects/FP Calculated by Optimized IWD coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>7.5</td>
<td>9.1</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>1</td>
<td>2.3</td>
<td>75</td>
<td>9.1</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>60.2</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>64.1</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>6</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>9</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
<td>75.8</td>
<td>5</td>
<td>27.7</td>
<td>9.1</td>
<td>9.4</td>
<td>9.4</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison among defects values by IWD.

Fig. 6. Comparison among Req defects values by IWD and COQUAMO.

Fig. 7. Comparison among Des defects values by IWD and COQUAMO.

Fig. 8. Comparison among Code defects values by IWD and COQUAMO.

Table IV compares the MMRE (Mean Magnitude of Relative Error) and PRED (.25) (prediction (0.25) which shows the performance of IWD and COQUAMO in estimating the Req, Des and Code defects for the whole dataset.
\[ MMRE = \frac{1}{n} \sum_{j=1}^{n} \frac{|\text{Actual}_j - \text{Estimated}_j|}{\text{Actual}_j} \]  
(17)

\[ MRE_j = \frac{|\text{Actual}_j - \text{Estimated}_j|}{\text{Actual}_j} \]

\[ PRED (p) = \frac{k}{n} \]  
(19)

Let \( k \) is the number of projects where MRE is less than or equal to \( p \), and \( n \) is the total number of projects.

The graphical comparison described in table IV is shown in figure 9.

**TABLE IV: PERFORMANCE MEASURE COMPARISON**

<table>
<thead>
<tr>
<th>Results</th>
<th>IWD</th>
<th>COQUAMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMRE_Req</td>
<td>0.129249</td>
<td>1.92676</td>
</tr>
<tr>
<td>MMRE_Des</td>
<td>0.062069</td>
<td>1.951849</td>
</tr>
<tr>
<td>MMRE_Code</td>
<td>0.059168</td>
<td>0.32434</td>
</tr>
<tr>
<td>Total MMRE</td>
<td>0.083495</td>
<td>1.400982</td>
</tr>
<tr>
<td>PRED_Req (0.25)</td>
<td>0.913978</td>
<td>0</td>
</tr>
<tr>
<td>PRED_Des (0.25)</td>
<td>0.989247</td>
<td>0</td>
</tr>
<tr>
<td>PRED_Code (0.25)</td>
<td>0.978495</td>
<td>0.204301</td>
</tr>
<tr>
<td>Total PRED (0.25)</td>
<td>0.960573</td>
<td>0.0681</td>
</tr>
</tbody>
</table>

From table IV and figure 9, the MMRE of IWD for Req, Des and Code defects is lower than that of COQUAMO and \( PRED(0.25) \) of IWD for Req, Des and Code defects is larger than that of COQUAMO.

It shows clearly that optimized coefficients by IWD algorithm produces more accurate results than the old coefficients. So, IWD algorithm can offer some significant improvements in accuracy and has the potential to be a valid additional tool for the software quality estimation.
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