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Abstract—In this study, we propose the metrics to measure textual coherence by considering the document structure, such as section, paragraph, and sentence. We suppose that when textual coherence is captured by considering the document structure, it is possible to fit human intuition. In this metrics, we first make graph structures at each document structure base on sentence similarity. Next, we recursively aggregate the coherence values of structures at a layer in a bottom-up manner. We produce test data employing the sentence ordering task for individual layers. We assess the proposed metrics employing sentence ordering tasks: discrimination and insertion. We compare the performance of our metrics with the conventional graph-based local coherence model. The our metrics outperforms, in particular, at sentence ordering tasks conducted of the section layer; it follows that the proposed metrics works well for a structured document as containing sections, paragraphs such as a technical paper and a product manual.
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I. INTRODUCTION

According to Richard [1], coherence is "the relationships which link the meaning of utterances in a discourse or of the sentences in a text". Coherence concerns the content of a text, and if a document has high coherence, it is easy to understand its content [2]. Moreover, a document that has high coherence can convince the assertion to readers and can be communicated to them flexible. Therefore, we should always write a document has high coherence.

A document is composed of a lot of sentences. Moreover, a paragraph of the document is composed of some sentences, and a section of the document is composed of some paragraphs. These units are composed of sentences that are related semantically. In this way, the document is composed of a lot of structures that have different granularity. We suppose that these units should have coherence in each of them. Thus, it is inferred that we should consider the document structure to capture textual coherence.

In this paper, we propose a metrics of textual coherence for logical and structured documents such as a technical paper and a product manual (Section III). We make the graph structure at every document structure to capture textual coherence of a structured document (Section III-A). Moreover, we recursively aggregate coherence values of structures at a layer in a bottom-up manner (Section III-B). We carry out experiments that are discrimination and insertion to compare the performance of the metrics with the conventional graph-based local coherence model (Section IV). The result of experiments shows that the importance of considering the document structure (Section V). We discuss that reason (Section VI).

II. RELATED WORK

A. Graph-based Coherence Model

There are many works about the textual coherence since there is much demand for it in fields such as automatic evaluation and automatic generation. The centering theory that attempts to model one aspect constituting coherence of discourse is a representative work among them [3]. In this theory, coherence is captured by focusing on updating of the central part (a topic of a discourse) in each discourse based on the hypothesis that the appearance of an entity in a document that has high coherence is the regularity.

However, Barzilay and Lapata pointed out that centering theory relies on manually tagged input too much, and they proposed the entity grid model that is easier to input [4]. Entity grid is the matrix that represents a distribution of discourse entities across sentences in a document. Table I shows the entity grid of the following sentences (S1-S3).

<table>
<thead>
<tr>
<th>S1</th>
<th>S</th>
<th>O</th>
<th>function</th>
<th>character</th>
<th>you</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>S</td>
</tr>
<tr>
<td>S3</td>
<td>-</td>
<td>X</td>
<td>S</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

S = Subject, O = Object, X = Other, - = No edge

B. Graph-based Coherence Model

There are many works about the textual coherence since there is much demand for it in fields such as automatic evaluation and automatic generation. The centering theory that attempts to model one aspect constituting coherence of discourse is a representative work among them [3]. In this theory, coherence is captured by focusing on updating of the central part (a topic of a discourse) in each discourse based on the hypothesis that the appearance of an entity in a document that has high coherence is the regularity.

However, Barzilay and Lapata pointed out that centering theory relies on manually tagged input too much, and they proposed the entity grid model that is easier to input [4]. Entity grid is the matrix that represents a distribution of discourse entities across sentences in a document. Table I shows the entity grid of the following sentences (S1-S3).

S1 : Excel has a substitution function of character.
S2 : You can substitute a character with the substitution function.
S3 : However, the function of "all substitution" needs to beware.

The entity grid model captures local coherence with ranking function, after computing the transition probability of the syntactic role of an entity in adjacent sentences with entity grid. The performance of this model works well. However, it relies on computationally expensive training phase and faces data sparsity problems.

Guinaudeau and Strube proposed the graph representation of the entity grid in order to overcome these problems [5]. The graph-based local coherence model captures local coherence by applying centrality measures to the nodes in the graph. This model presents a text with a graph in which the syntactic role of entity grid is replaced by numerical value (Subject: 3, Object: 2, Other: 1, No edge: 0). Moreover, this model captures local coherence by using each edge in the graph associated with a weight that depends on the syntactic role of the entity. For example, Table II shows that an
adjacency matrix in graph representation of Table I. It is proposed that two kinds of methods to calculate weights of the graph: (1) Weighted: Edges are weighted according to the number of entities shared by two sentences. (2) Acc: Edges are weighted according to the sum of the product of the value of entities shared by two sentences. These weights are divided by distance of two sentences. Formally, the local coherence of a document \( D \) that has \( N \) sentences is equal to

\[
\text{LocalCoherence}(D) = \frac{1}{N} \sum_{i=1}^{N} \text{OutDegree}(S_i),
\]

where \( \text{OutDegree}(S_i) \) is the sum of the weights associated to edges of \( i-th \) sentence. The higher this value is, the higher coherence is.

The performance is comparable to the entity grid model with a simple calculation, and this model became possible to consider coherence of non-adjacent sentences. However, this model does not consider the document structures that are described in the introduction since it only focuses on the distance between sentences.

B. Cosine Similarity of Sentences

Foltz et al. proposed the method that captures coherence by using semantic relevance between adjacent sentences based on the hypothesis that a document that has high coherence contains many semantically related words [6]. In this model, coherence is capture by calculating cosine similarity between adjacent sentences with Latent Semantic Analysis (LSA) [7]–[9] to consider semantic relevance. The coherence value is the sum of cosine similarity is divided by the total number of sentences in a document. Formally, the local coherence of a document \( D \) that has \( N \) sentences is equal to

\[
\text{Coherence}(D) = \frac{\sum_{i=1}^{N-1} \cos(S_i, S_{i+1})}{N - 1},
\]

\[
\cos(S_x, S_y) = \frac{\sum_{i=1}^{z} s_{xi} \cdot s_{yi}}{\sqrt{\sum_{i=1}^{z} s_{xi}^2} \cdot \sqrt{\sum_{i=1}^{z} s_{yi}^2}},
\]

where \( S_i \) and \( S_{i+1} \) is adjacent sentences, \( z \) is the number of all words in a document \( D \), and \( s_{xi}, s_{yi} \) is the value of \( i-th \) word of sentence vector \( S_x \) and \( S_y \). This model shows coherence could be captured by calculating cosine similarity between adjacent sentences with LSA. However, this model does not consider non-adjacent sentences and the document structures.

Also, Erkan and Radev proposed to the method to summarize multiple documents by making sentence similarity graph that uses cosine similarity between sentences [10]. In this way, cosine similarity between sentences is used for a summary of a document. Therefore, cosine similarity between sentences is used to search relating information of sentences in a document.

III. METHOD

A. Graph Considering Document Structures

Paragraph-writing\(^1\) is a common international method to write a logical document. In this method, coherence is main components of a paragraph since the ideas in the paragraph must be presented in logical order [11]. Hence, a document that is written by the method has high coherence and tends to have similar writing at every document layer. In other words, the similar writing method is recursively repeated along the layered structure of a document in a bottom-up manner.

We focus on the distance of a similarity sentence pair in our metrics. In centering theory, textual coherence is high when the center of a sentence continues [3]. In the other word, when the distance of a sentence pair is short, the sentence pair has similar topic and it is related. The more the sentence pairs a document has, the higher coherence is. Moreover, when a text is written by paragraph-writing, it is inferred that a information of the sentence pair in paragraphs or sections with short distance also is related.

In this study, we propose the metrics that capture textual coherence by considering the document structure. We suppose that this metrics is possible to fit human intuition since it is based on insights of layered structure of a document and paragraph-writing. First, we make graph structures to consider non-adjacent sentences [5]. Here, we use sentence similarity since cosine similarity between sentences is suitable for capturing the related information [6], [10]. Next, we capture coherence by using features of each graph. For example, in Fig. 1, for (C) in section 1, it is inferred that coherence of the graph of subsection 1 is higher than that of the graph of subsection 2. Because of this, in same structure, the more sentence pairs are and the shorter the distance of the edge is, the higher coherence.

We describe our method to make the graph at every document structure. First, we make sentence vector constituted by \( tf \) values from a document and calculate cosine similarity of all sentence pairs with equation (1). Here, we calculate cosine similarity without LSA since our most important idea is to propose the metrics to capture coherence of the structured document. We adopt \( tf \) value that can be calculated correctly from few words since sentence vectors are made from one sentence. Second, we make graphs from all sentence pairs whose cosine similarity is 0.1 or more. In the graph-based coherence model, graphs are made when one discourse entity is shared by two sentences at least [5]. Hence, we employed the low cosine similarity (0.1) as the threshold.

For example, in Fig. 1, for (A), it is assumed that the cosine similarity of sentence pairs that connected by a red line is 0.1 and more. In this time, we make graphs in a bottom-up manner. First, we focus on paragraph layer and make graphs from sentence similarity pairs in same paragraphs. Next, we focus on subsection layer and make graphs from sentence similarity pairs across paragraphs in the similar writing method is recursively repeated along the layered structure of a document in a bottom-up manner.

same sections. In this way, we decide a target layer and make graphs from sentence similarity pairs across layers that is under the target layer. We repeat this method until the top layer and make graphs in every document structure. It should be noted here that we make as many graphs as structures in a document instead of making as many graphs as layers in a document.

### B. Coherence Metrics of Each Graph

Our metrics capture coherence from features of the graph at each document structure. We focus on features of the graph: structure coverage ratio, sentence similarity, the distance of the edge, and the number of edges. Structure coverage ratio is the ratio of the number of structures the graph has. For example, in Fig. 1, for (C) in section 1, the graph of subsection 1 is made from two paragraphs. However, subsection 1 has three paragraph. Here, structure coverage ratio of this graph is equal to \(2/3 = 0.67\). We suppose that the more structures the graph has, the higher coherence is. Hence, when this value closes 1, coherence is high.

The edge of the graph is weighted according to cosine similarity between two sentences. In this study, these weights are divided by the distance of the edge (the distance between structures that have similarity sentences). For example, in Fig. 1, for (c) in section 2, the graph of subsection 1 is made across two paragraph. The distance of the edge is 1 since these are adjacent paragraphs. Here, to evaluate each graph fairly, these values are divided by the number of edges in the graph. Formally, the coherence of graph \(G\) that have \(n\) edges is equal to

\[
\text{Coherence}(G) = R \times \frac{1}{n} \sum_{i=1}^{n} \frac{\cos_{i}}{d_{i}}, \tag{2}
\]

where \(R\) is structure coverage ratio, \(\cos_{i}\) is cosine similarity of \(i\)th edge, \(d_{i}\) is a distance of \(i\)th edge.

### C. Method of Capture Textual Coherence

We propose a method to aggregate the coherence value of each structure since a document consists of more than one structure. Here, a bottom layer in the document structure is a paragraph. The coherence value of a paragraph layer is calculated by equation (2). However, the layer except for paragraphs has a layer of the different level. For example, a section has some subsections, and a subsection has some subsubsections or paragraphs. Thus, the coherence value in the layer except for paragraph is calculated by multiplying the coherence value of that layer and the average of coherence values of a layer under that layer. Formally, the value of coherence of the layer \((i)\) except for paragraph is equal to

\[
X^{i} = \text{Coherence}(i)^{\alpha} \times \left( \frac{1}{k} \sum_{n=1}^{k} X^{i-1}_{n} \right)^{1-\alpha}, \tag{3}
\]

where \(k\) is the number of graphs of the \(i-1\) layer, \(i-1\) layer is the layer under \(i\) layer. The value of textual coherence is calculated by repeating equation (3) recursively in a bottom-up manner. It should be noted here that parameter \(\alpha (0 < \alpha < 1)\) is set in equation (3). It is thought that we can choose the coherence value of the layer that is prioritized by setting parameter \(\alpha\). When the value of \(\alpha\) is set low, our metrics priors the coherence value of an under layer. In this study, the value of textual coherence is calculated by equations (2), (3). The higher this value is, the higher coherence is.

### D. Feature of Graph that is Made from Academic Papers

We investigate the graph at each layer that is made from a technical paper to confirm if we can evaluate textual coherence with the proposed metrics. Our corpora are journal papers in Japanese of 7 educational engineering (hereinafter, referred to as Data A) and 7 information engineering (hereinafter, referred to as Data B). It is expected that coherence of journal papers is higher than general papers since they are reviewed exactly. Also, these papers have layers: sections, subsections, subsubsections, paragraphs, sentences. Table III shows the average number of each layer that each data have.

In this investigation, we focus on the cosine similarity of each edge and the distance of each edge in all graphs at each layer. Fig. 2 shows that the ratio of the number of edges for each cosine similarity at each layer. Fig. 3 shows that the ratio of the number of edges for each the distance of the edge at each layer. Here, these graphs show the result of Data A as an example since these results of the two datasets were similar. As a result, we found that the lower sentence similarity is or the shorter distance of the edge is, the more edges the graph has. Moreover, these results were similar in every layer. Therefore, it is inferred that our metrics is adequate for a technical paper since it uses the same evaluation formula for all structures.

Our corpora have been written in Japanese. We investigated a journal paper\(^2\) in English too to confirm our metrics can be used in other languages. As a result, these features of the graph that is made from an English corpus were similar behavior with Japanese corpora. Therefore, we suppose that our metrics can be used by every language since it does not use the feature such as the syntactic role that is dependent on specific language but only sentence similarity.

### IV. Experiment

We compare the performance of our metrics with that of the conventional graph-based coherence model. We evaluate the ability of them with two sentence ordering tasks: discrimination [4] and insertion [12]. Moreover, we permute paragraphs and sections in a document as well as these sentence ordering tasks. These tasks are the relative evaluation method since it is difficult to evaluate textual coherence absolutely.

\(^2\)This paper is best of CHI 2016 that is selected in the top 1% total submissions by the separate Best Paper committee.
Discrimination consists of comparing a document to a random permutation of its sentences. We make 20 data that are random permutations according to the previous method. When the score of the original document is higher than the score of its permutation, an output is considered as correct.

Insertion is a method that evaluates the ability of our metrics to retrieve the original position of a sentence previously removed from a document. Here, each sentence is removed in turn and a coherence score is computed for every possible reinsertion position. When the document associated with the highest coherence score is the one in which the sentence is reinserted in the correct position, an output is considered as correct. In complement to accuracy, we use the insertion score introduced by Elsner and Charniak [12] for evaluation. This score -the higher, the better- is calculated by the proximity between the initial and the proposed position of a sentence and assign the value that is reciprocal of it that is divided by the number of sentences to the sigmoid function.

In this paper, Ins stand for insertion score. Formally, this score of a document $D$ that has $S$ sentences is equal to

$$
InsertionScore(D) = \sigma \left( \frac{S}{\sum_{i=1}^{S} |c_i - m_i|} \right), \quad (4)
$$

where $c$ is the initial position, $m$ is the proposed position of a sentence.

It should be noted here that we repeat them tasks that are carried out in previous method fidelity. For example, Fig. 5 shows that when we insert 1st sentence of a document to 6th sentence position, paragraphs of a 3rd sentence and a 5th sentence are changed. Also, we carry out these experiments with these corpora that are same as it in the above section.

V. RESULTS

A. Accuracy and Insertion Score

Table. IV, V, VI shows that all results of experiments. Here, values that are bold in these tables are the highest value in our metrics. We test the significance of these values and the output of the previous method by using the Student’s t-test.

Table. IV shows that results of experiments for sentences. For discrimination, the accuracy of our metrics was comparable to the previous method when $\alpha$ is set other than
0.9. However, when $\alpha$ is set 0.9, the accuracy of our metrics was significantly lower than that of the previous method. For insertion, the accuracy of our metrics was significantly lower than that of the previous method. However, the insertion score of our metrics and that of the previous method were no significant difference.

Table V shows that results of experiments for paragraphs. For both discrimination and insertion, accuracies of our metrics were significantly lower than that of the previous method. However, the insertion scores of our metrics and the previous method were no significant difference.

Table VI shows that results of experiments for sections. For discrimination, the accuracy of our metrics was higher than that of the previous method; however, they were no significant difference. For insertion, the accuracy of our metrics was higher than that of the previous method, and they were the significant difference in Data B. The insertion score of our output was higher than that of the previous method; however, they were no significant difference.

### B. Value of Parameter $\alpha$

We set three parameters as arbitrary values for our metrics: 0.1, 0.5, 0.9. We tested the significance of each accuracy in Table IV, V of the value of $\alpha$ in sentences and paragraphs using Fisher’s multiple comparisons by LSD method. Here, we did not test the significance of results of sections since Table VI shows that it did not vary by each value of parameter $\alpha$.

Table VII shows that for discrimination in sentences, the accuracy of $\alpha$ that is set 0.1 or 0.5 was significantly higher than that of $\alpha$ that is set 0.9. Moreover, for insertion in sentences, the accuracy of $\alpha$ that is set 0.1 was significantly higher than that of $\alpha$ that is set 0.5 or 0.9. In other words, when $\alpha$ is set 0.1, the performance of our metrics works well. However, Table VIII shows that there was no significant difference for each parameter for both discrimination and insertion in paragraphs.

### VI. DISCUSSION

#### A. Result of Discrimination

It is thought that the result of discrimination is due to the probability. Table VI shows that the result of insertion was not varied by the value of parameter $\alpha$. However, Table VI shows that the accuracy of discrimination was varied by the value of $\alpha$. This shows that these results are due to the probability, not because the value of $\alpha$ affect experiments. Moreover, corpora of the previous method are composed of 36.1 sentences on average; however, our corpora are composed of 4.9 times sentences on average. Thus, we should increase the number of trials to obtain an accurate result since discrimination task relies on the number of trials.

The tendency of the graph in Fig. 3 affects the result for discrimination. Table IV, V shows that results of the previous method for discrimination in sentences and paragraphs was the best. The result is due to a tendency that is shown in Fig. 3. This is the tendency of the graph that is made by our method; however, the graph that is made by the previous method has the similar tendency. It is assumed that the coherence value become low since the probability that the number of edges whose distance is 1 decreases is high for discrimination task. Thus, the performance of the previous method works well.

However, our result is inferior in spite of that the graph that is made by our method have a similar tendency to the previous method. This is due to experiments without considering document structures. For example, Fig. 5 shows that when two paragraphs that have sentences that are designed by black are exchanged, the graph that is made in the same subsection vary to the graph that is made across subsections. It follows that the permutation of sentences affects the formation of the graph at every layer. Moreover, Fig. 5 shows that when the position of a sentence varies, structures in other two sentences vary too. It is thought that even if the coherence value in a target layer is low, the coherence value in an above layer from the target layer may be high. Thus, it is inferred
that we do not obtain an accurate result, when we carry out the experiment without considering document structure.

B. Validity of Definition of Metrics

Table. VI shows that for insertion in sections, the accuracy and the insertion score were higher than that of the previous method. Moreover, the accuracy of our metrics in Data B was significantly higher than that of the previous method. We think that this result is due to the validity of our metrics. For the experiment in sections, the coherence value is calculated by varying only the distance of sections without considering other layers. It is assumed that the performance of our metrics for insertion in sections is better than the previous method since the insertion score is similar with that of the previous method, whose accuracy is lower than ours. Therefore, it is confirmed that our metrics that use the distance between structures instead of sentences are valid.

Table. IV, V shows that for insertion in sentences and paragraphs, the accuracy of our output was significantly lower than that of the previous method. We think that these results are due to the same problem as is the case with discrimination. However, the insertion score of our metrics was similar to that of the previous method. Thus, our metrics are not remarkably inferior to the previous method.

C. Validity of Parameter $\alpha$

Table. VII shows that when set 0.1 as a parameter $\alpha$, the performance works well for all experiments in sentences. When set 0.1 to $\alpha$, our metrics computes the coherence that is prioritized a value of the under layer. Thus, it is supposed that the setting the parameter is valid.

However, Table. VIII shows that accuracies in paragraphs were no significant difference for both discrimination and insertion. The reason for this, it is thought that we decided the value of $\alpha$ as an arbitrary value. It is inferred that the values of $\alpha$ (0.1, 0.5, 0.9) are not optimum for the paragraph layer.

VII. CONCLUSION

In this paper, we proposed the metrics of textual coherence for a structured document. The proposed metrics is based on the insight that an easy-to-understand document tends to repeat similar writing method along the layered structure recursively in a bottom-up manner. Our method makes graph structures at every document structure and we capture coherence by features of the graph. The proposed metrics outperforms in particular at the section layer; it follows that the proposed metrics works well for a structured document as containing sections, paragraphs, such as a technical paper and a product manual. However, we think that experiments are carried out in this paper were not suited to evaluate our metrics. This is cause that the graph that is made by our method is affected by varying the structure of sentences.

In future work, we need to carry out the experiment by considering document structures. Moreover, we should search optimum the value of parameter $\alpha$ since we decided the value of $\alpha$ as arbitrary value. We make the graph with weights using by sentence similarity; however, we do not consider word similarity. It is important to consider word similarity to capture textual coherence [6]. Thus, we should need to incorporate word similarity with LSA for our calculation of cosine similarity between two sentences.
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