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Abstract—In this paper, we introduced the Kumaraswamy Perks distribution using the Kumaraswamy family of distributions. We established some statistical properties of the new model and we estimated the unknown parameters using the method of maximum likelihood estimation.
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I. INTRODUCTION

The Perks distribution was developed by [1] and it is an extension or modification of the Gompertz-Makeham distribution. Its application in actuarial science has been identified in [2-3]. [4] have used the Markov Chain Monte Carlo (MCMC) simulation method to obtain the parameter estimates of the Perks distribution based on a complete sample. Other authors who have worked on the Perks distribution recently include [5-7] and many more.

In particular, [7] extended the Perks distribution and arrived at the Exponentiated Perks distribution and its performance has been compared with respect to the Perks distribution, Exponentiated Weibull distribution, Exponentiated Exponential distribution and Generalized Rayleigh distribution. Three real life applications were presented but the Exponentiated Perks distribution performed better in one, while the Exponentiated Weibull distribution and the Exponentiated Exponential distribution were preferred respectively in the remaining two applications based on their Akaikie Information Criteria (AIC) values.

However, this present study focuses on extending the Perks distribution using the Kumaraswamy generalized family of distributions proposed by [8]. In existence are other families of distributions like the Beta generalized family of distribution [9], Transmuted family of distributions [10] and many more which can be found in [11-16]. Others works that involve the use of Kumaraswamy family of distributions include but not limited to [17-19] and the references. The proposed four-parameter Kumaraswamy Perks distribution is defined in the next section and its various statistical properties are also established.

II. THE KUMARASWAMY PERKS DISTRIBUTION

According to [8], [17] and [19], the cumulative distribution function (cdf) and probability density function (pdf) of the Kumaraswamy generalized family of distribution are:

\[ F(x) = 1 - \left\{ 1 - \left[ G(x) \right]^w \right\}^b \]  \hspace{1cm} (1)

and

\[ f(x) = a bg \left[ G(x) \right]^{a-1} \left\{ 1 - \left[ G(x) \right]^w \right\}^{b-1} \]  \hspace{1cm} (2)

respectively.

Where \( a \) and \( b \) are shape parameters.

Also, the cdf and pdf of the Perks distribution are:

\[ G(x) = 1 - \left( \frac{1 + c}{1 + ce^{dx}} \right) ; \hspace{0.5cm} x \geq 0, c > 0, d > 0 \]  \hspace{1cm} (3)

and

\[ g(x) = cde^{dx} \frac{(1+c)}{(1+ce^{dx})^2} ; \hspace{0.5cm} x \geq 0, c > 0, d > 0 \]  \hspace{1cm} (4)

respectively. Where \( c \) and \( d \) are shape parameters.

Now, we derive the cdf of the Kumaraswamy Perks distribution by substituting Equation (3) into Equation (1) as follows:

\[ F(x) = 1 - \left\{ 1 - \left( \frac{1 + c}{1 + ce^{dx}} \right) \right\}^w \]  \hspace{1cm} (5)

Its associated pdf is:

\[ f(x) = \frac{a cdxk e^{d^k}}{(1+ce^{dx})^2} \left[ 1 - \left( \frac{1+c}{1+ce^{dx}} \right) \right]^{w-1} \left\{ 1 - \left[ 1 - \left( \frac{1+c}{1+ce^{dx}} \right) \right] ^{b-1} \right\} \]  \hspace{1cm} (6)

Where \( a > 0, b > 0, c > 0, d > 0 \) are shape parameters.

From now on, the random variable that follows the Kumaraswamy Perks distribution is denoted by \( X \sim KumPerks(a,b,c,d) \).

Some possible plots for the pdf of the Kumaraswamy Perks distribution are as shown in Figure 1:
As we have indicated in Figure 1, the shape of the model could exhibit unimodality (inverted bathtub) and decreasing shapes.

**Special Cases**

We found that some models are special cases (or sub-models) of the KumPerks distribution. See Table 1 for example:

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Parameters</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kumaraswamy Perks</td>
<td>a b c d</td>
<td>Proposed</td>
</tr>
<tr>
<td>Generalized Perks</td>
<td>1 b c d</td>
<td>New</td>
</tr>
<tr>
<td>Exponentiated Perks</td>
<td>a 1 c d</td>
<td>[7]</td>
</tr>
<tr>
<td>Perks</td>
<td>1 1 c d</td>
<td>[1]</td>
</tr>
</tbody>
</table>

A possible plot for the cdf is as shown in Figure 2:

III. SOME STATISTICAL PROPERTIES OF THE KUMARASWAMY PERKS DISTRIBUTION

Some basic statistical properties of the KumPerks distribution are derived and established in this section.

**Survival Function**: The mathematical expression for survival function which can otherwise be called reliability function is:

\[ S(x) = 1 - F(x) \]  

For \( x > 0, a > 0, b > 0, c > 0, d > 0 \)

**The Hazard Function**: The mathematical formula for hazard function which is otherwise called failure rate is:

\[ h(x) = \frac{f(x)}{S(x)} \]  

So, we obtain the hazard function of the KumPerks distribution as:

\[ \frac{abcdx}{(1 + ce^{d(x)})^2} \left\{ 1 - \left( \frac{1 + c}{1 + ce^{d(x)}} \right)^{u-1} \right\} \]  

For \( x > 0, a > 0, b > 0, c > 0, d > 0 \)

**The Reversed Hazard Function**: The mathematical formula for reversed hazard function is:

\[ r(x) = \frac{f(x)}{F(x)} \]  

So, we obtain the reversed hazard function of the KumPerks distribution as:

\[ \frac{abcdx}{(1 + ce^{d(x)})^2} \left\{ 1 - \left( \frac{1 + c}{1 + ce^{d(x)}} \right)^{u-1} \right\} \]  

For \( x > 0, a > 0, b > 0, c > 0, d > 0 \)

**The Odds Function**: The mathematical formula for odds function is:

\[ O(x) = \frac{F(x)}{S(x)} \]  

So, we obtain the odds function of the KumPerks distribution as:

\[ \left\{ 1 - \left( \frac{1 + c}{1 + ce^{d(x)}} \right)^u \right\}^{b} \]  

For \( x > 0, a > 0, b > 0, c > 0, d > 0 \)

**Distribution of Order Statistics**

The pdf of the \( i^{th} \) order statistic for a random sample of size \( n \) from a distribution function \( F(x) \) and an associated pdf \( f(x) \) is given by:
\begin{equation}
\frac{n!}{(i-1)!(n-i)!} f(x) \left[ F(x) \right]^{i-1} \left[ 1 - F(x) \right]^{n-i} \tag{15}
\end{equation}

So, we obtain the pdf for the \( i \)th order statistics for the KumPerks distribution as:

\begin{equation}
\begin{aligned}
f_{i,n}(x) &= \frac{n!}{(i-1)!(n-i)!} abcd e^{\frac{(1+c)}{1+(ce^x)}} \frac{1}{1 + (1+ce^x)} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \\
&\times \left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \\
&\left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \end{aligned}
\end{equation}

The distribution of minimum order statistics for the KumPerks distribution is:

\begin{equation}
\begin{aligned}
f_{s,n}(x) &= abcd e^{\frac{(1+c)}{1+(ce^x)}} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \\
&\times \left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \end{aligned}
\end{equation}

The corresponding distribution of maximum order statistics is:

\begin{equation}
\begin{aligned}
f_{s,n}(x) &= abcd e^{\frac{(1+c)}{1+(ce^x)}} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \\
&\times \left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \end{aligned}
\end{equation}

Random Sample Generation and Median

Random samples can be generated for the KumPerks distribution using the quantile function. Quantile function (q) is mathematically denoted by:

\begin{equation}
q = F^{-1}(u) \tag{18}
\end{equation}

Hence, the quantile function for the KumPerks distribution is derived as:

\begin{equation}
q = d^{-1} \ln \left\{ c^{-\frac{1+c}{1-(1-u)^{\frac{1}{a}}}} - 1 \right\} \tag{19}
\end{equation}

The median is simply derived by substituting \( u = 0.5 \) into Equation (19) as:

\begin{equation}
q_{0.5} = d^{-1} \ln \left\{ c^{-\frac{1+c}{1-(0.5)^{\frac{1}{a}}}} - 1 \right\} \tag{20}
\end{equation}

Other quantiles can also be derived by substituting the appropriate values for \( u \).

Parameter Estimation

Let \( x_1, x_2, \ldots , x_n \) denote random samples of size ‘n’ drawn from the densities of the KumPerks distribution. Using the method of maximum likelihood estimation (MLE), the likelihood function is:

\begin{equation}
\prod_{i=1}^{n} \frac{1+ce^x}{1+ce^x} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{i-1} \left[ 1 - \frac{1+c}{1+ce^x} \right]^{n-i} \end{equation}

The log-likelihood function denoted by \( L \) is:

\begin{equation}
L = n \log(a) + n \log(b) + n \log(c) + n \log(d) + d \sum_{i=1}^{n} x_i + n \log(1+c) \\
-2 \sum_{i=1}^{n} \log\left[ 1 - \frac{1+c}{1+ce^x} \right] \\
(b-1) \sum_{i=1}^{n} \log\left[ 1 - \frac{1+c}{1+ce^x} \right] \tag{21}
\end{equation}

The log-likelihood function is differentiated with respect to parameters \( a, b, c \) and \( d \), the resulting equations are equated to zero and solved simultaneously by a closed form solution could not be obtained. Software can however be adopted to estimate the parameters using numerical datasets.

IV. CONCLUSION

We have successfully defined the KumPerks distribution. The shape of the KumPerks distribution could either be unimodal or decreasing. Explicit expressions for the survival, hazard, reversed hazard and odds functions were given. The shapes of the failure rate indicate that the KumPerks distribution would be useful for modeling data sets with decreasing, increasing and inverted bathtub failure rates (though, the plot is not shown in this article because of space conservation).

It is expected that the model would be useful and applicable in modeling data sets in actuarial sciences and the model is also expected to be more flexible than the Exponentiated Perks distribution proposed by [7] because of the extra shape parameter that we introduced.

Further research would involve application to real life data sets with the aim of assessing the potentials of the proposed KumPerks distribution. Simulation studies can also be conducted to investigate the behavior of the model parameters.
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