Proceedings of the World Congress on Engineering and Computer Science 2018 Vol I
WCECS 2018, October 23-25, 2018, San Francisco, USA

Embeddings Between Circulant Networks and
Hypertrees

A. Arul Shantrinal, R. Sundara Rajan*, T.M. Rajalaxmi and K. Jagadeesh Kumar

Abstract—Graph embedding has been known as a powerful H
tool for implementation of parallel algorithms and simulation of 2 3
different interconnection networks. In this paper, we compute
the exact wirelength of embedding circulants network into FO) =x
hypertrees and vice-versa.

Index Terms—Embedding, congestion, wirelength, circulant 1 2 3 4 5
network, chord graph, hypertree 4 5

Fig. 1. Wiring diagram of a grapli into path H with EC¢(G,H) =5
I. INTRODUCTION AND TERMINOLOGY

NTERCONNECTION networks play an important role in ] )

parallel computing systems. An interconnection netwof&ginéering and so on [2, 3] Graph embeddings have been
can be represented by a graph= (V, E), whereV repre- well stucﬁed for a number. of networks [4 — 1;]. .
sents the node set adtlrepresents the edge set. In this paper, The circulant network is a natural generalization of the
we use graphs and interconnection networks (networks fdpuble loop network [12]. Circulant graphs have been used
short) interchangeably. Graph embedding is a technique/® decades in the design of computer and telecommunica-
parallel computing that maps a guest graph into a host gratﬂﬂ’ﬂ ngp/_vorks due to its optimal fault-tqlerance and_routlng
(usually an interconnection network). There are many apph@Pabilities [13]. They are also used in VLSI design and
cations of graph embedding, such as architecture simulatigistributed computation [14 — 16] Circulant graphs have
processor allocation, VLSI chip design, etc. Architectur@®en employed for designing binary codes [17]. Theoretical
simulation is the simulation of one architecture by anotheffOPerties of circulant graphs have been studied extensively
This can be modeled as a graph embedding, which emb&@¢! Surveyed by Bermond et al. [14]. Every circulant graph is
the guest architecture into the host architecture, where fhé-ayey graph, and is therefore vertex transitive [2]. Most
nodes of the graph represent the processors and the edﬁe@e earller re_search con(_:entrated on using the circulant
of the graph represent the communication links between tBEaphs to build interconnection networks for distributed and
processors. In parallel computing, a large process is oftBarallel systems [13, 14]. S
decomposed into a set of small sub processes that can execufé 0verlay network is a computer network which is built
in parallel with communications among these sub process@8, the top of another network. Nodes in the overlay can be
According to these communication relations among thel2Pught of as being connected by virtual or logical links, each
sub processes, a graph can be obtained, in which the noB&hich corresponds to a path, perhaps through many physi-
in the graph represent the sub processes and the edgeg%}lnks, in the underlying network. For example, distributed
the graph represent the communication links between thé¥§tems such as cloud computing, peer-to-peer networks, and
sub processes. Thus, the problem of allocating these S.qysent—server apphpanons are overlay networks. Chord graphs
processes into a parallel computing systems can be agifioduced by Stoica et al. [18], are a structured peer-to-peer
modeled as a graph embedding problem. The problem gehitecture based on.dlstrlbu.ted hash tables (DHTSs) [19]. In
laying out circuits on VLSI chips can also be reduced tl: the chord graph is considered as an overlay network.
graph embedding problems [1]. The rest of the paper is organized as follows: Section 2

The quality of an embedding can be measured by certéliYeS d_efinitions _and other preliminar?es. I|_1 Section 3, we
cost criteria. One of these criteria which is considered vef{termine the wirelength of embedding circulant network
often is thewirelength. The wirelength of an embedding idMt@ hypertree and vice-versa. In Section 4, we discuss
the sum of the dilations in host graph of edges in guest grapi€ time complexity of the wirelength. Finally, concluding
The wirelength of a graph embedding arises from VLS| déémarks and future works are given in Section 5.
signs, data structures and data representations, networks for Il BASIC CONCEPTS
parallel computer systems, biological models that deal with '

cloning and visual stimuli, parallel architecture, structural In_ Fhls. section we  give the basic _definitions - and
preliminaries related to embedding problems.
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For brevity, we denote the pafif, Py) as f.

Definition 2. [11] Let f : G — H be an embedding. For
e € E(H), let EC(e) denote the number of edgésv) of
G such thate is in the pathP;(uv) betweenf(u) and f(v)
in H. In other words,

ECy(e) = |{(w) € E(G) : e € Pr(uv)}].

Then the edge congestion ¢f: G — H is EC¢(G,H) =

max ECY(e), where the maximum is taken over all edges

e of H. The edge congestion @f into H is defined as

IS

EC(G,H) = min EC;(G, H), where the minimum is takenFig- 2.~ Circulant grapft:(s; £{1,3,4})

over all embeddingy : G — H.
On the other hand, ifS is any subset ofE(H), then

ECy(S) = ¥ ECy(e).

If we think of G as representing the wiring diagram|

edge cut off such that the removal of edges.®fseparates
H into exactly2 connected componentd; and H, and
et Gy = f~1(H;) and Gy = f~!(H,). Furthermore, S

of an electronic circuit, with the vertices representinaat.ISers the following conditions:

components and the edges representing wires connectin@

them, then the edge congesti&iC (G, H) is the minimum,
over all embeddingy : V(G) — V(H), of the maximum
number of wires that cross any edgeff[20], see Figure 1.

Definition 3. [8] The wirelength of an embeddinf of G
into H is given by
WLi(G.H)= Y
(u,v)EE(G)

whered (Pr(uv)) denotes the length of the paify (uv) in
H. The wirelength of7 into H is defined as

WL(G, H) = min WL (G, H)

dir(Pr(w)) = Y ECy(e)

e€E(H)

where the minimum is taken over all embeddifigd G into
H.

The wirelength problem[8, 11, 20] of a graphG into
H is to find an embedding off into H that induces the

) For every edg€a,b) € G;, i = 1,2, Py(a,b) has no
edges inS.
(i) For every edgga,b) in G with a € G; andb € G,
Py (a,b) has exactly one edge ifi.
(i) G; and G5 are optimal sets.
Then ECY(S) is minimum and

ECi(S) = Y dega(v) —2|E(Gy)]
veV(G1)

= Y dega(v) - 2|E(Gy)|
veV (Gz)

Remark 1. When the guest grap is regular, it is enough
to check whethe( ; is an optimal set in condition (jii) of
Modified Congestion Lemma [8].

Lemma 2. (Partition Lemma) [5]Let f : G — H be
an embedding. LefS;, S, ..., S,} be a partition of E(H)

wirelength WL(G, H). The following problem has beengych that eacls; is an edge cut off. Then

considered in the literature [21], and P-complete [23].
Edge Isoperimetric Problem: Let G = (V, E) be a graph
and A C V. Denote
Ig(A) = {(w) € E | u,v € A},
Oc(A) ={(w) e E|ue Av¢ A}

and
lo(m) = max  |lc(A),
Oc(m) = acmin 0 (A)].

For a givenm, wherem = 1,2,...,n, we consider the
problem of finding a subsefi of vertices of G such that

WL(G, H) = XP:EC’f(Si).

Definition 4. [10, 14] The undirected circulant graph
G(n;£S), S € {1,2,...,5}, 1 < j < |n/2], is a graph
with the vertex se¥ = {0,1,...,n — 1} and the edge set
E ={(i,k) : |k —i] = s(mod n), s € S}.

The circulant graph shown in Figure 2aG58; +{1, 3,4}).
It is clear thatG(n;+1) is the undirected cycle”,, and
G(n;+{1,2,...,|n/2]}) is the complete grapl,. The
cycle G(n; £1) ~ C, contained inG(n;+{1,2,...,5}),
1 < j < |n/2] is sometimes referred to as the outer cycle

|A| = m and |0g(A)| = 6c(m). Such subsets are calledC of G.

optimal [21, 22]. Moreover, for a regular gragh, I and

0c are equivalent in the sense that a solution for one alBfinition 5. [24] The basic skeleton offaypertreeHT'(r) is
becomes a solution for the other [21]. The problem of finding complete binary tre@,., that is,7.. is a spanning subgraph

I is calledmaximum subgraph problef@3].

of HT(r), wherer is the level of the tree. Its vertices are

The following results are powerful tools to find wirelengtHabeled as follows: The root node has labeind is said to

of an embedding using edge isoperimetric problem.

Lemma 1. (Modified Congestion Lemma) [9let f be an
embedding of a grapty into H with same order. Le$ be an
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be at levell. The labels of the leftresp. right) children of
a vertex are formed by appendifgresp. 1) to the label of
the parent vertex, see Fig. 3(a). In the corresponding decimal
labelling of the hypertree, the children of the vertexare
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labeled with2z and 2x + 1. Additional edges in a hypertree
are horizontal, where two vertices in the same leyel <

i < r, are joined by an edge if their label differenceis?,
see Fig. 3(b). We denote thelevel hypertree withHT'(r),

r > 2. The rooted hypertre® HT'(r) is obtained from the
hypertreeH T'(r) by attaching to its root a pendant edge. The
new vertex is called the root dR HT'(r) and is considered
to be at level 0.

Definition 6. [6] A graph CH; is a chord graph
on n = 2! nodes with the following vertex and
edge sets: V(CH,) = {vov1,v2,...,v2e_1} and
e = (vi,v;) € E(CHy) if and only ifi + 2% =54, j OF
g+ 2k =mod, 1 for somek € {0,1,...,¢t — 1}; we say
that the length ok is 2*. Fig. 3. Edge cut offT(5)

Remark 2. The chord graphCH,; is isomorphic to the

undirected circulant grapt(2%; £:{2°,2%, ..., 2°"1}), > 2. ig the label of the root vertex. Since no vertexiris mapped
) ] onto z and for any two vertices andb in H, no shortest
Theorem 1.[9] A set ofk consecutive vertices @f(n; +1), path betweerz and b passes through;, the congestion on
1 < k < n, induces a maximum subgraph 6f(n; +5), edgezy is 0.
WhereS = {1?27~ .- 7j}1 1 SJ < |_7’l/2J, n Z 3 Let Al — {(27"—2 _ 1737)7 (2r—1 + 27’—2 _ 2737)} By our
claim EC;(A') = 0. Let A% = {(z,2"7% — 1), (k, (2" —
[1l. WIRELENGTH OF AN EMBEDDING 3) —k) 0 <k <221} Forl <i<r-—2
Even though there are numerous results and discussians j < 2"~ (i+1) and;j is odd, letB: = {(2'"(2j — 1) —
on the wirelength problem, most of them deal with only, ;2! —1) (2" -3 — (2~ 1(23_1)_1) 2" —3— (520 —1))}.
approximate results and the estimation of lower bounqkbr 1<i<r—21<j<2-0+) andj is even, let
[11]. In this section, we produce exact wirelength of am! = {(2°°1(25 - 1) = 1,271(25 = 2) = 1),(2" = 3 —
embedding circulant networks into hypertrees and hyp@zi 125 —1) —1),2" —3 — (2°°1(2j — 2) — 1))}. Then

trees into chord graphs. {A2bU{Bi :1<i<r-21<j<2° +Dy

. . (2r=1 + 27=2 — 2.7) is a partition of E(HT(r)). See

A. Circulant networks into hypertrees Figure 3. Now E(HT(r))\A? has two components/s,
— r—1

Wirelength Algorithm A and Hayy, WhereV(Hy) = {2,0,1,2,...,2"71 — 2}, Let

Go1 = f_l(Hgl) and Gy = f_l(H22). By Theorem I,
Input : The circulant network(2" — 2;+{1,2,...,2""' = G, is an optimal set and\? satisfies conditions (i), (ii) and
3}) and ther-dimensional hypertreé/T'(r),r > 3. (iii) of Modified Congestion Lemma. Therefot€C(A?) is
Algorithm : Label the consecutive vertices 6(27 —2; +1) Minimum. For each, j, 1 <i <r—2, 1< j < 27+,
in G(2r —2:+{1,2,...,2""' —3}) as0,1,2,...,2" —3in E(HT(r)\B; has two components/}, and Hj,, where
the clockwise sense and label the verticestbs follows: V (Hji) = {(G —1)2',(j —1)2' +1,...,j2" = 2,2" -3 —
SinceT, is a spanning tree oI T(r), label the root vertex (J— 1)21 2"=3—((j—1)2'+1),...,2" =3 (j2' -2)}. Let
of T, asz and the remaining vertices using inorder labeling’5: = f~'(H};) and G5, = f~ (Hig) The subgraplt},
[25] such that for any horizontal edge= (u,v) € HT(r), IS optimal, since it induces a complete graph Bri' — 2
the sum of the labels of andw is equal t2” —3. See Figure Vertices and eacl} satisfies conditions (i), (ii) and (iii)
3. Let f(z) = « for all z € V(G) and for(a,b) € E(G), let 0of Modified Congestlon Lemma. ThereforECf(Bl) is

Ps(a,b) be a shortest path betwegtu) and f(b) in HT'(r). minimum. The Partition Lemma implies that the erelength
is minimum. By Modified Congestion Lemma,

Output : An embeddingf of G(2" —2; +{1,2,...,2"71 —

3}) into HT'(r) with optimal wirelength. () ECp(A%) = 202t —3)(2! — )
" - ; —2(2t - 3)(2""

eorem 2. Let G be the circulant networkG(2" — 1
2;4+{1,2,...,2""1 — 3}) and H be ther-dimensional hy- —(2rt =32t - )]
pertree HT(r),r > 3. Then the wirelength of7 into H is 2T 1 1
given by T (27 =3)(2 2)

WL(G,H Ly o g 0L g o5 ot W BOE) = 207 =5 )

(G H)=(3 Jrogg M —a[L @1 — g2+t 3]

Proof. Label the vertices ofz and H using Wirelength = @ -2 -2 -3),

Algorithm. We assume that the labels represent the vertices
to which they are assigned. First we claim that, for arfpr 1 <i<r—-2, 1 <j < or—(i+1)
embeddingf : G — H, congestion on edgey is 0, wherex
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S Let the labels: andy be adjacentilRHT'(r). Then|y—z| =
\ 27 for somej, 0 < j < r—1. This impliesg(x) andg(y) are
adjacent inC'H,.. Hence, the rooted hypertrd@HT'(r) is a
¢ subgraph ofC H... In other wordsdil(RHT (r), CH,) = 1.
n s The following theorem is a consequence of Wirelength

fe)=x

0 h Algorithm B.
Theorem 3.Let G be the rooted hypertre®HT (r) and H
Fig. 4. Embedding oRHT(4) into C H4 with dilation 1 be the chord graptC'H,, » > 3. Then the wirelength of!
into H is given by
Then, by Partition Lemma, WL(G,H) = |E(G)| =3 x 2" —4.
WL(G,H) = (2'-3)(2"'-2) IV. TIME COMPLEXITY
r—2 27+ In computer science, the time complexity of an algorithm

+> > (@1 —2)(2" -2 —3)  quantifies the amount of time taken by an algorithm to run
i=1 =1 as a function of the size of the input to the problem. An
algorithm is said to take linear time, @(n) time, if its
time complexity isO(n). Informally, this means that for
large enough input sizes the running time increases linearly
with the size of the input [26]. Linear time is often viewed
as a desirable attribute for an algorithm. Much research has
The chord graph is a powerful topology in the area dfeen invested into creating algorithms exhibiting (nearly)
peer-to-peer networks. Thus it is interesting to study thear time or better. This research includes both software
embedding problems on chord graphs. Further, the chaild hardware methods. In the case of hardware, some
graphCH, is isomorphic to the undirected circulant graplagorithms which, mathematically speaking, can never
G(2r;+£{2°,2',...,2"1}), r > 2.. Moreover, hypercubes achieve linear time with standard computation models are
and generalized hypercubes are subgraphs of chord gragitfe to run in linear time. There are several hardware
We now prove that hypertree is a subgraph of chord grapglchnologies which exploit parallelism to provide this. An
thereby proving that wirelength of embedding hypertree intsxample is content-addressable memory. This concept of

1 61
= (24" —2" —6)r— — 4" +25 x 2" L,
(3 Jrogg 4 2

B. Hypertrees into chord graphs

chord graph is the number of edges in the hypertree.  linear time is used in string matching algorithms such as
the Boyer Moore Algorithm and Ukkonens Algorithm [26]
Wirelength Algorithm B In this section, we compute the time complexity of finding
Input : The rooted hypertre®HT(r) and the chord graph the exact ere_length of embeddmg circulant networks m_to
CH,, r>3. hypertrees using Wirelength Algorithm A. The algorithm is

formally presented as follows.
Algorithm : Label the vertices ofRHT(r) as follows:

Removal of the horizontal edges in rooted hypertRdéT'(r) Time Complexity
leaves a rooted complete binary trBE',.. Label the vertices
in level 0 and level 1 as 0 and 1 respectively. Fof i < r,
the children of the vertext in the leveli are labeled as
2i-1 4+ z and 2* + z. Label the consecutive vertices ofAlgorithm : Wirelength Algorithm A
G(2";£1) in CH,. as0,1,2,...,2" — 1 in the clockwise
sense. See Figure 4. L¢tx) =z for all z € V(RHT(r))
and for(a,b) € E(RHT(r)), let P¢(a,b) be a shortest path
betweenf(a) and f(b) in CH,.

Output : An embeddingf of RHT(r) into CH, with
wirelength3 x 271 — 4,

Input : The circulant networkG(2" —2; +£{1,2,...,2" ! —
3}) and ther-dimensional hypertre& T'(r), r > 3.

Output : The time taken to compute the minimum wire-
length of embedding7(2" — 2;4+{1,2,...,2"~! — 3}) and
the r-dimensional hypertreél T'(r), r > 3 is O(n?)

Method : We know thatG containsn = 2" — 2 vertices. For
assigning the labels of vertices, we spend time units. By
Wirelength Algorithm A, we have2? =6 + 273 1+ 1 edge
Proof of correctness :Label the vertices oRHT(r) and cuts. For each edge cdt;, 1 <i < 2277°+2"73 +1 we
CH, using Wirelength Algorithm B. We assume that th@eed one unit of time and hence we ne8t % + 2772 + 1
labels represent the vertices to which they are assigned. time units. Again for finding the edge congestion Of,
Let u be any vertex inRHT'(r) with label z. We define 1 <i < 2%+ 2772 4 1 we need one unit of time. Further,

a functiong from V(RHT(r)) to V(CH,) as follows: we need one unit of time for finding the wirelength by using
Partition Lemma. Hence, the total time is

r)=1=x. .
9(@) = n+ 22042 14270 42T b1 4]
The functiong is obviously bijective. Letu and v be two A I e D S
distinct vertices inRHT'(r) with label z andy respectively. . 1
It follows that g(x) and g(y) are the labels of two distinct = 277 +1+9)
vertices inCH, given as follows: < n24n
glx) =z, g(y) =y = 0(n?)
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Hence the time taken to compute the exact Wirelength pB] L.H. Harper,Global Methods for Combinatorial Isoperimetric Prob-
embedding circulant networks into hypertreestign?). lems Cambridge University Press, 2004. . _
[23] M.R. Garey and D.S. Johnso@pmputers and Intractability, A Guide
to the Theory of NP-Completeness, Freeman, San Francisco 1979.
V. CONCLUDING REMARKS [24] J.R. Goodman and C.H. SequiA, multiprocessor interconnection
topology, |IEEE Transactions on Computers, Vol. c-30, no. 12, 923—
In this paper we compute the wirelength of an embeddicrf?(z§ 933, 1981.

: ; ; ] T.H. Cormen, C.E. Leiserson, R.L. Rivest and C. Sténtroduction
circulant graphs into hypertrees and hypertrees into ch to Algorithms MIT Press and McGraw-Hill, New York, 2001.

graphs. Further, we compute the time complexity of findingie] m. Sipser,Introduction to the Theory of Computation,, Course Tech-
the exact wirelength of embedding circulant networks into  nology Inc., Boston, London, 2006.

hypertrees and vice-versa. Finding the other parameter such
as congestion of embedding circulant networks into hyper-
trees and vice-versa is under investigation.
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