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Abstract—The solution of a singularly perturbed nonlinear
system fractional integral (differential) equations of order
ς, 0 < ς < 1 is investigated. The leading order formal
asymptotic solution is derived and proved to have the required
properties.
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I. I NTRODUCTION

CONSIDER the nonlinear singularly perturbed system of
fractional order equations,

εφ(t) = ψ(t; ε) + 0J
ς
tf(t,φ(t)), 0 ≤ t ≤ T,

T > 0, 0 < ς < 1, 0 < ε << 1. (1)

The vector functionψ is assumed to be smooth with an
asymptotic expansion of the form

ψ(t; ε) =
∞
∑

i=0

εiψi(t), ε→ 0, (2)

where

ψi(t) : 0 ≤ t ≤ T → R
n ∈ C∞(Rn), ψi(0) = 0, ∀ i.

The operatoraJ
α
t , and lateraD

α
t are defined using the

Riemann-Liouville definition. For a continuous functionφ
and fora < α < 1, α > 0,

aJ
α
t φ(t) :=

1

Γ(α)

∫ t

a

(t− s)α−1φ(s) ds, t ≥ a, (3a)

aD
α
t φ(t) :=

1

Γ(1− α)

d

dt

∫ t

a

(t− s)−αφ(s) ds, t > a. (3b)

The analysis of the formal asymptotic solution of (1) in
this paper follows that of a linear version studied in [2]. Sin-
gular perturbation is a widely studied research area for both
differential and integral equations. For ordinary differential
equations and integral equations, with continuous kernel, the
study is extensive. For singularly perturbed Volterra equa-
tions with weakly singular kernels and fractional differential
(integral) equations, the study is far from comprehensive. The
disparity between the two lies in the fact that the former
have formal solutions whose inner layer functions decay
exponentially and the latter have inner solutions that decay
algebraically. Exponential decay is easier to analyse, but
there are some limitations in the analysis when algebraic
decay is encountered. The problem studied in this paper
exhibits an inner layer algebraic decay. For a detailed study
on singular perturbation theory including practical problems
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and references see O’Malley [19]-[20], Smith [26], Lager-
strom [11], Kevorkian and Cole [9], Kauthen [8], Verhulst
[29], Witelski and Bowen [28], and most recently Skinner
[24] gave the analysis of the matched asymptotic expansion
method on singularly perturbed differential equations.

The algebraic decay (behaviour) displayed by solutions
of singularly perturbed Volterra equations with weakly sin-
gular kernels resembles the asymptotic behaviour of higher
transcendental functions of fractional calculus. Fractional
calculus is a research topic that is currently receiving huge
attention from scientists and engineers. The complexity of
the algebraic decay in inner layer solutions of singularly
perturbed Volterra equations with weakly singular kernels,
and the increased popularity of fractional order models
incites the study in this paper. The novelty of the paper
lies in the application of the Mittag-Leffler stability to prove
algebraic decay and asymptotic correctness. The origin, the-
ory and applications of fractional differential (and integral)
equations, can be found in Oldham and Spanier [18], Eskin
[5], Hilfer [7], Miller [17], Samko [23], Igor [22], Kilbas [10]
and Ortigueira [21]. For specific applications for example,
bioengineering see Magin [15]; transportation modeling see
Schumer, Meerschaert and Baeumer [25]; control applica-
tions and system modeling see Caponetto, Dongola, Fortuna
and Petráš [3]; applications in viscoelasticity see Mainardi
[16]; applications in dynamics of particles, fields, media and
complex systems see [27]; and references therein.

In the next section, mathematical preliminaries used
throughout the paper are presented. In Section III, the formal
asymptotic solution of (1) is derived. The derivation is
limited to the leading order since higher order terms of the
inner layer solution depend on the actual value ofς . It is
also shown in Section III, using the existing literature on
Volterra integral equations and fractional calculus, that the
formal solution has the required properties. A basic matrix
algebra is applied to accomplish this. In particular, it is shown
that the inner layer solution decays to zero as the stretched
variable approaches infinity, like the Mittag-Leffer function -
a special function in fractional calculus. This property of the
inner layer solution is then used to prove that the remainder
term, obtained when the formal solution satisfies (1) ap-
proximately, is asymptotically small and therefore validates
the solution. To demonstrate the methodology developed in
Section III, an example of a nonlinear singularly perturbed
fractional equation is presented and solved in Section IV.
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II. M ATHEMATICAL PRELIMINARIES

The following will be assumed throughout the paper:
S1 - 0 < ς < 1
S2 - The vector functions0D

ς
tψ : [0,∞) → Rn, f :

([0,∞)×Rn) → Rn are bothC∞ with ψ(0; ε) =
0.

S3 - There exists a numberη > 0 such that

max
λ∈σ{∂2f(0,u(0))}

{Re(λ)} ≤ −η

S4 - For every λ ∈ σ{∂2f(0,u(0))} the algebraic
multiplicity of λ is equal to the dimension of its
eigenspace

Analogous to exponential stability, the Mittag-Leffler
stability is a common property used to prove stability
and boundedness of solutions of fractional differential
(and integral) equations. The following definition of
the Mittag-Leffler stability is a special case of the one
given in [14]:

Definition II.1. The Mittag-Leffler Stability
Consider the solutiony of

t0D
α
t y = g(t,y), y(t0) = y0,

0 < α < 1, t0 ≤ t <∞, (4)

whereg : [t0,∞)×Rn → Rn is continuous and locally
Lipschitz in y. The operatorDα is either Caputo or
Riemann-Liouville fractional derivative.
The solution of(4) is said to be Mittag-Leffler stable if

‖y(t)‖ ≤ m(y0) Eα,1(−λ(t− t0)
α), λ > 0,

m(y0) ≥ 0, m(0) = 0,

and wherem is locally Lipschitz iny. The function
Eα,β , known as the generalized Mittag-Leffler function,
is defined by

Eα,β(z) =

∞
∑

i=0

zi

Γ(αi + β)
, α, β > 0, z ∈ C.

III. F ORMAL SOLUTION

A. Derivation

The fact thatψ(0; ε) = 0, equation (1) can be written as

εφ(t) = 0J
ς
t {⋆ψ(t; ε) + f(t,φ(t))} ,
0 ≤ t ≤ T, 0 < ς < 1, (5)

where,
⋆ψ(t; ε) = 0D

ς
tψ(t; ε).

The solution of (1) (and hence (5)) is thought in the form
of

φ(t; ε) = φout(t; ε) + ϕ(ε)φin(τ ; ε),

where φout represents the outer solution,ϕ(ε) scales the
amplitude of the inner layer andφin represents the inner layer
solution. Bothφout andφin are assumed to be expandable in
powers ofε:

φout(t; ε) =

∞
∑

i=0

εiζi(t), ε→ 0, (6a)

φin(τ ; ε) =

∞
∑

i=0

εγiξi(τ), τ =
t

εγ
, ε→ 0. (6b)

To obtain the formal solution, one forms the partial sum

φN (t; ε) =

N
∑

i=0

εiζi(t) + ϕ(ε)

N
∑

i=0

εγiξi(
t

εγ
), ε→ 0,

and substitute it into (5). Expressing all terms in the
resulting equation in terms ofτ and applying the dominant
balance argument, it follows that

ϕ(ε) = Ord(1), ε→ 0, and γ =
1

ς
, 0 < ς < 1.

This implies the following formal asymptotic solution,

φN (t; ε) =
N
∑

i=0

εiζi(t) +
N
∑

i=0

εγiξi(
t

εγ
), ε→ 0. (7)

Since the inner layer solution is negligible outside the layer
region, one requires that for eachi ≥ 0, limτ→∞ ξi(τ) = 0.
In particular, as it will later be shown,

ξi(τ) = Ord(τ−ς), τ → ∞, ∀ i ≥ 0. (8)

To derive the formal solution, substitute (7) into (5) giving

N
∑

i=0

εi+1ζi(t) +

N
∑

i=0

εγi+1ξi(
t

εγ
) = 0J

ς
t {⋆ψ(t; ε)}

+ 0J
ς
t {p(t; ε) + q(t, τ ; ε)} , (9)

where,

⋆ψ(t; ε) =

∞
∑

i=0

εi⋆ψi(t), ε→ 0, (10a)

p(t; ε) = f

(

t,

N
∑

i=0

εiζi(t)

)

, ε→ 0, (10b)

q(t, τ ; ε) = f

(

t,

N
∑

i=0

εiζi(t) +

N
∑

i=0

εγiξi(τ)

)

−f
(

t,

N
∑

i=0

εiζi(t)

)

. (10c)

From above,

p(t; ε) =
N
∑

i=0

εipi(t) + Ord(εN+1), ε→ 0.

The coefficientspi(t) are given by

p0(t) = f(t, ζ0(t)),

p1(t) = ∂2f(t, ζ0(t))ζ1(t). In general,

pi(t) = ∂2f(t, ζ0(t))ζi(t) + ωi(t),

whereωi(t) is determined byωk(t) for 0 ≤ k ≤ i − 1.
The first two terms ofωi(t) are:

ω1(t) = 0, ω2(t) =
1

2
∂22f(t, ζ0(t))ζ

2
1 (t).

Using the mean value theorem and (8), one can show that
the functionq(t, τ ; ε) in (10c) satisfies

q(t, τ ; ε) = Ord(τ−ς), τ → ∞. (11)
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The equation governing the outer solution is obtained from
(9) by letting ε → 0 and equating coefficients of equal
powers ofε. Using (8) and (11) gives

0 = 0J
ς
t {⋆ψ0(t) + f(t, ζ0(t))} (12a)

ζi−1(t) = 0J
ς
t {⋆ψi(t) + ∂2f(t, ζ0(t))ζi(t) + ωi(t)} ,

0 ≤ t ≤ T, i ≥ 1. (12b)

To derive the equation governing the inner layer solution,
express (9) in terms ofτ and equate coefficient of equal
powers of ε. Using (12a), the leading order inner layer
equation becomes

ξ0(τ) = −ζ0(0) + 0J
ς
τ {f(0, ζ0(0) + ξ0(τ))}

− 0J
ς
τ {f(0, ζ0(0))} , τ ≥ 0. (13)

Higher order equations depend on the actual values ofς .

B. The Outer Solution

The leading order outer solutionζ0(t), follows from (12a)
and is given implicitly by

f(t, ζ0(t)) = −⋆ψ0(t). (14)

For higher order terms of the outer equation, the solution
ζi(t), for i ≥ 1 follows from (12b) and is given by

ζi−1(t) = 0J
ς
t {⋆ψi(t) + ωi(t) + ∂2f(t, ζ0(t))ζi(t)} ,

0 ≤ t ≤ T.

This is a nonlinear Volterra equation of the first kind.
Since⋆ψi, ωi and f are continuously differentiable vector
functions, the existence and uniqueness ofζi(t) for t ≥ 0
and all i ≥ 1 is guaranteed only ifζi−1(0), i ≥ 1. For a
detailed discussion on this see for example, [6] or [13]. In the
context of fractional calculus, the existence and uniqueness
theorems can be found in [17], [22] and [10].

C. The Inner Layer Solution

The application of the Taylor theorem is used to write (13)
as

ξ0(τ) = −ζ0(0) + 0J
ς
τ {∂2f(0, ζ0(0))ξ0(τ)}

+ 0J
ς
τ {h(ξ0(τ))} , τ ≥ 0, (15)

where∂2f ∈ Rn×n, andh(ξ0(τ)) = Ord(ξ0(τ)),
τ → 0, τ → ∞.

Following the assumptions in Section 2, the existing
literature of fractional calculus can be applied to show
that equation (13) has a unique solutionξ0(τ) which is
continuous and bounded for allτ ≥ 0. For details see [10],
[17] and [22].

The remainder of this subsection demonstrates that indeed
the solutionξ0 satisfies (8), the main result that was assumed
in the derivation of the formal solution.

Equation (15) is a perturbed linear equation. The unper-
turbed equation,

̺(τ) = ̺(0) + 0J
ς
τA̺(τ), τ ≥ 0, (16)

whereA ∈ Rn×n has been shown in [2] to satisfy

̺(τ) = O(τ−ς), τ → ∞. (17)

Levin [12] proved that solutions of the unperturbed and
perturbed systems are asymptotically equivalent. Therefore,
the solutionξ0(τ) of (15) approaches zero asτ approaches
infinity. To show that indeed this solution satisfies condition
(8) which is used in the derivation of the formal solution, it
will be shown that the solutionξ0(τ) is Mittag-Leffer stable.

Equation (15) is sub-linear. To determine the asymptotic
behaviour, one may suppress the dependence ofh on ξ0 and
writes the equation as

ξ0(τ) = −ζ0(0) + 0J
ς
τ {∂2f(0, ζ0(0))ξ0(τ) + χ(τ)} ,

τ ≥ 0, (18)

where
χ(τ) = O(ξ0(τ)), τ → 0, τ → ∞. (19)

Taking the Laplace transform on both sides of (18) one has

Ξ(s) = −sς−1 (sςIn −M)
−1
ζ0(0) + (sςIn −M)

−1
X(s),

where,

Ξ(s) = L (ξ0(τ)) ,

X(s) = L (χ(τ)) ,

In is the identity matrix of size n,

M = ∂2f(0, ζ0(0)), ann× n matrix,

L is the laplace operator.

By conditionS4,M is diagonalisable. Ifλ is an eigenvalue
of M with corresponding eigenvectorv then 1

sς−λ
is an

eigenvalue of(sςIn −M)
−1 corresponding to the same

eigenvector,v. It follows that the matrix(sςIn −M)
−1 is

also diagonalisable and therefore an invertible matrixP and
a diagonal matrixD(s) exist such that

Ξ(s) = −sς−1PD(s)P−1ζ0(0) + PD(s)P−1X(s),

where

D(s) =











1
sς−λ1

0 . . . . . . 0

0 1
sς−λ2

0 . . . 0
...

...
. . . . . .

...
0 0 . . . . . . 1

sς−λn











.

Here, λi is an i-th eigenvalue ofM and 1
sς−λi

is an i-th

eigenvalue of(sςIn −M)
−1. The matricesP andP−1 are

independent ofs.
UsingS3, the infinity norm of a matrix and the supremum

norm of a vector, one obtains

‖Ξ(s)‖∞ ≤ α0‖ζ0(0)‖∞
sς−1

sς + η
+ α0

1

sς + η
‖X(s)‖∞,

where
α0 = ‖P‖∞‖P−1‖∞.

Let K(s) be a positive vector function such that there is
a positive vectork(τ) which satisfies

L (k(τ)) = K(s).

Then

‖Ξ(s)‖∞ = α0‖ζ0(0)‖∞
sς−1

sς + η
+α0

1

sς + η
‖X(s)‖∞−K(s).
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Applying the inverse Laplace transform on both sides, one
gets,

‖ξ0(τ)‖∞ = α0‖ζ0(0)‖∞Eς(−ητ ς) +

α0

∫ τ

0

(τ − σ)ς−1 Eς,ς(−η(τ − σ)ς)‖χ(σ)‖∞ dσ − k(τ),

whereEα,β , α, β > 0 is the Mittag-Lefler function defined
in Section 2. It then follows that,

‖ξ0(τ)‖∞ ≤ α0‖ζ0(0)‖∞ Eς(−ητ ς) +

α0

∫ τ

0

(τ − σ)ς−1 Eς,ς(−η(τ − σ)ς)‖χ(σ)‖∞ dσ. (20)

Using (17), (19) and Levin’s [12] result, one can show
that,

‖χ(τ)‖∞ ≤ ‖ζ0(0)‖∞τ−ς , τ → ∞.

Applying this inequality in (20) yields,

‖ξ0(τ)‖∞ ≤ α0‖ζ0(0)‖∞ Eς(−ητ ς) +

α0‖ζ0(0)‖∞
∫ τ

0

(τ − σ)−ςσς−1 Eς,ς(−η(τ − σ)ς) dσ.

The integration of the Mittag-Leffler function, see for
example [22], gives the required result,

‖ξ0(τ)‖∞ ≤ α0‖ζ0(0)‖∞(1 + Γ(ς)) Eς,1(−ητ ς). (21)

This proves that the solution of the leading inner layer
equation (13) is Mittag-Leffler stable. The asymptotic ex-
pansion of the Mittag-Leffler function, originally from [4]
and later in several research articles including [22] and [1]
validates (8).

D. The Remainder Term

Letu0(t; ε) = ζ0(t)+ξ0(
t
εγ
). Suppose that vectoru0(t; ε)

satisfies (1) approximately with a remainder,ρ0(t; ε). Then

εu0(t; ε) = ψ(t; ε) + 0J
ς
tf(t,u0(t; ε))− ρ0(t; ε),

0 ≤ t ≤ T, T > 0, 0 < ε << 1.

Equivalently,

ρ0(t; ε) = ψ(t; ε) + 0J
γ
t f(t,u0(t; ε))− εu0(t; ε),

0 ≤ t ≤ T, T > 0, 0 < ε << 1. (22)

The asymptotic correctness of the derived formal solution,
in terms of the leading order solution, is presented in the
theorem below.

Theorem III.1. SupposeS1, S2, S3 and S4 hold. Then the
residualρ0(t; ε) given in (22) satisfies,

|ρ0(t; ε)| ≤ κ0 ε, ε→ 0,

uniformly for all 0 ≤ t ≤ T , T > 0, for some fixed positive
constantκ0 which does not depend onε.

Proof
Consider (22),

ρ0(t; ε) = ψ(t; ε) + 0J
ς
tf(t, ζ0(t) + ξ0(t/ε

γ))

−ε(ζ0(t) + ξ0(t/εγ)).
Using (14) and (13) expressed int, one obtains

ρ0(t; ε) = 0J
ς
t {f(t, ζ0(t) + ξ(t/εγ))− f(t, ζ0(t))}

−0J
ς
t {f(0, ζ0(0) + ξ(t/εγ))− f(0, ζ0(0))} .

The Taylor theorem then yields,

ρ0(t; ε) = 0J
ς
t {∂2f(t, ζ0(t))− ∂2f(0, ζ0(0))} ξ(t/εγ)

+ o(ξ(t/εγ)), ε→ 0.

From this equation it is clear that for fixedt > 0,
ρ(t; ε) → 0, as ε → 0. To prove the theorem, apply (21)
into the above equation to get

‖ρ0(t; ε)‖∞ ≤ α0‖ζ0(0)‖∞(1 + Γ(ς))

0J
ς
t‖∂2f(t, ζ0(t))− ∂2f(0, ζ0(0))‖∞ Eς,1(−ηtς/ε), ε→ 0.

Using the formula

λ

Γ(α)

∫ x

0

(x− t)α−1 Eα,1(λt
α) = Eα,1(λx

α)− 1,

α > 0, λ ∈ C,

one obtains

‖ρ0(t; ε)‖∞ ≤ ε

η
α0α1‖ζ0(0)‖∞(1 + Γ(ς))

{1− Eς,1(−ηtς/ε)} , ε→ 0.

Here,

α1 = ‖∂2f(t, ζ0(t))−∂2f(0, ζ0(0))‖∞, 0 ≤ t ≤ T, T > 0.

An equivalent inequality is

‖ρ0(t; ε)‖∞ ≤ ε

η
α0α1‖ζ0(0)‖∞(1 + Γ(ς)),

which is the required result. Therefore the formal asymptotic
solution is asymptotically correct.

IV. EXAMPLE

Consider the following example of a singularly perturbed
nonlinear fractional integral equation of order1

2 .

εφ(t) = 0J
1

2

t











√
π

2
0

−π
2











+

0J
1

2

t











−φ1(t) + φ2(t)
0.5φ1(t)− φ2(t)− φ1(t)φ3(t)

−φ3(t) + φ1(t)φ2(t)











, (23)

where

φ =





φ1
φ2
φ3



 and t ≥ 0.

It is not difficult to check that all assumptions in Section 2
are satisfied by equation (23).

A. Formal Solution

The leading order outer solution is given, from (14), by




−
√
π

2
0
π
2



 =





−1 1 0
0.5 −1 0
0 0 −1



 ζ0(t)

+





0
−ζ01(t)ζ03(t)
ζ01(t)ζ02(t)



 ,

where,

ζ0 =





ζ01
ζ02
ζ03



 .
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The solution of this system is unique and is given by

ζ0(t) =





√
π√
π

2
0



 , t ≥ 0. (24)

Since ζ0(t) 6= 0, ζi(t), i ≥ 1 cannot be determined.
Therefore, to all orders, the outer solution is given by (24).

Using (24), the leading order inner layer equation follows
from (13) as,

ξ0(τ) =





−√
π

−
√
π

2
0



+ 0J
1

2

τ











0
−ξ01(τ)ξ03(τ)
ξ01(τ)ξ02(τ)











+ 0J
1

2

τ











−1 1 0
0.5 −1 −√

π√
π

2

√
π −1



 ξ0(τ)







(25)

for τ ≥ 0 where,

ξ0 =





ξ01
ξ02
ξ03



 .

Similar to (23), this equation is nonlinear, but it is simpler
than (23) in the sense that the parameter,ε, does not appear
explicitly in the equation.

The eigenvalues of the matrix in (25) are
−1.53626,−0.73187+ 1.69035i, and−0.73187− 1.69035i.
This implies that the matrix in equation (25) is
diagonalisable, the property used in Section III-C to
prove the asymptotic behaviour of the inner layer solution.

The solution ξ0(τ) of (25) is unique, continuous and
bounded. Asymptotically, by Levin [12], this solution is
equivalent to the solution of the linear version which decays
to zero asτ approaches infinity. The linear version satisfies,

‖ξ0(τ)‖ ≤ ‖ξ0(0)‖τ−
1

2 , τ → ∞. (26)

To show that the solutionξ0(τ) satisfies (21) and hence
(8), one can show that each component ofξ0(τ) satisfies
(21). Do to this, express equation (25) in an equivalent form:

ξ01(τ) = −
√
π + 0J

1

2

τ {−ξ01(τ) + ξ02(τ)} , (27a)

ξ02(τ) = −
√
π

2
+ 0J

1

2

τ {−ξ02(τ) +̟(τ)} , (27b)

ξ03(τ) = 0J
1

2

τ {−ξ03(τ) + ϑ(τ)} , (27c)

where

̟(τ) = 0.5 ξ01(τ)−
√
π ξ03(τ)− ξ01(τ)ξ03(τ),

ϑ(τ) =

√
π

2
ξ01(τ) +

√
π ξ02(τ) + ξ01(τ)ξ02(τ).

It follows that eachξ0i is continuous and bounded as
τ → ∞ and so are̟ andϑ. Thus each of these functions;
ξ01, ξ02, ξ03, ̟ and ϑ has a laplace transform. Now
consider a more general form of (27),

ξ0i(τ) = ν0i + 0J
1

2

τ {−ξ0i(τ) + ψ0i(τ)} , i = 1, 2, 3, (28)

where

ν01(τ) = −√
π,

ν02(τ) = −
√
π

2 ,
ν03(τ) = 0,

and
ψ01(τ) = ξ02(τ),
ψ02(τ) = ̟(τ),
ψ03(τ) = ϑ(τ).

Taking the laplace transform on both sides of (28) gives,

Ξ0i(s) =
ν0i

s
1

2 (s
1

2 + 1)
+

1

(s
1

2 + 1)
Ψ0i(s),

whereΞ(s)0i = L(ξ0i(τ)) andΨ(s)0i = L(ψ0i(τ)).
The inverse laplace transform then yields,

ξ0i(τ) = ν0i E 1

2
,1(−τ

1

2 ) +
∫ τ

0

(τ − σ)−
1

2 E 1

2
, 1
2

(−(τ − σ)
1

2 )ψ0i(σ) dσ.

It follows that,

‖ξ0i(τ)‖ ≤ |ν0i|E 1

2
,1(−τ

1

2 ) +
∫ τ

0

(τ − σ)−
1

2 E 1

2
, 1
2

(−(τ − σ)
1

2 )‖ψ0i(σ)‖ dσ,

Using (26), one can show that,

‖ψ0i(τ)‖ ≤ |ν0i|σ0jτ
1

2 , τ → ∞, i, j = 1, 2, 3.

Here,σ0j is a constant which depends onξ0i(τ) for j 6= i.
Substituting this inequality into the integral and perform

integration yields the required result, that

‖ξ0i(τ)‖ ≤ |ν0i|(1 + σ0j
√
π) E 1

2
,1(−τ

1

2 ), i = 1, 2, 3.

Although the solution of (25) could not be determined
explicitly, the solution of (23) for values oft > 0, away
from the inner layer is given by (24).
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