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Applications of Fixed Point Theorems for Coupled
Systems of Fractional Integro-Differential
Equations Involving Convergent Series

Mohamed Amin Abdellaoui, Zoubir Dahmani, and Nabil Bedjaoui,

Abstract—The existence and uniqueness of solutions in an
appropriate Banach space is established for a coupled system of
integro-differential equations involving convergent series, with
derivatives of non-integer order on the unknown functions and
integrals of Riemann-Liouville in the nonlinearity as well as
in the initial conditions. Some illustrative examples are also
presented to demonstrate our main results.

Index Terms—Caputo derivative, convergent series, differen-
tial system, fixed point, existence and uniqueness, Riemann-
Liouville integral.

I. INTRODUCTION

HE differential equations of fractional order arise in

many scientific disciplines, such as physics, chemistry,
control theory, signal processing and biophysics. For more
details, we refer the reader to [5], [9], [16], [17], [18] and
the references therein. Recently, there has been a significant
progress in the investigation of this theory, see [1], [2],
[3], [4], [6], [9], [21], [23]. Moreover, the study of coupled
systems of fractional differential equations is also of a great
importance. Such systems occur in various problems of
applied science. For some recent results on the fractional
systems, we refer the reader to ([7], [8], [11], [14], [20],
[22], [24].
Let us now present some results that have inspired our work.
We begin by [10], where the authors studied the following
problem:

=0,t e J,
=0,t e J,
(1)

0] =o,

Jy (€),

where a, 8 € 13,4], 6 <a—-1,0 < -1, n,¢ € [0,1],
JP,J9 are the Riemann-Liouville fractional integrals, D¢,
D# D%, D7 are the Caputo fractional derivatives, .J = [0, 1],
x4, Yy are real constants

Then M. Li and Y. Liu [14] studied the following fractional
differential problem:

CDO+“( )=nh ( sul(t),v(t) FD&-U (t),° D8+U (t)) =0,
Diyv(t) = fo (b (t) v (8). DE,u(0) £ DB, v (1)) = 0,
u (0) + Alu/ (0) =0,u (1) + AsDg,u (1) =0,

v(0) + Av (0) =0,v (1) + AsDF, v (1) =0,
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where °Dy, denotes the Caputo fractional derivative for v >
0,1 <apf<20<pq<lted=][0T] fi,fa €
C ([0,T] x R x R*,R;) .

Recently, in [24], the authors discussed the following coupled
system with integral boundary conditions:

D§ u(t) = f(t,v(t), D, v(t)),
cDi v (t) =g (tu(t), DgTu(t)) =0,0<t<1,
au’ 0)+u(m)= fo o (s,v(s))ds,

(772) + bu fo (s))ds,

v’ (0) + fo (s)) ds,
v (&) + dv ( fo (s,u(s))ds,

3)
where 1 < o, < 2,0 < pgqg<1l,a—p—12>0,
B—q—1>0,0<m <m <1, ¢0,¢,p€L0,1] and
f,geC ((0, 1) x R?, R) ,© Dy, are in the sense of Caputo.
Very recently, A. Taieb and Z. Dahmani [19] established
some results on the existence and uniqueness of solutions
for the problem:

Dong, (8) = >0 1 (tyay (8), 22 (t) ey (1)) , 2 € J,
=1
k=1,2""(0) =0,
k=22 2) (0) =25 1) =0,
k=32 3 (0) — 2" 20 =2 (1) =0,
k= n,x}ck_”) 0)=..= x,(f_m (0) = ,(i_k b (1) = 0(4)

where k — 1 < oy < k,k =1,2,...,n,J := [0,1] and the
derivatives D™* are in the sense of Caputo.

In this paper, we discuss the existence and uniqueness of
solutions for the following coupled system of fractional
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integro-differential equations:

Du(t) = f1 (t,u(t),v(t))
+ Z IN “FZLS i (s) gi (s,u(s),v(s))ds, t € J
DPv (t) = f2 (t,u(t) v (¢))
+Zfo t;(ﬁf; bi (8) i (s,u(s),v(s))ds,t € J
:;O (Ju® (0)] + [v® (0)]) =0,

u=D(0) = yIPu (n) ,n € 0,1[

o= (0) = 619 (), ¢ €10, 1,
4)

where D, D? denote the Caputo fractional derivatives,
with a, 8 €]n — 1,n[,n € N*,a; > 1,8; > 1,p,q € R},
and J = [0, 1]. The functions f; and f as well as the general
terms ;, ¢;, g; and h;; (i € N*) will be specified later.
To the best of our knowledge, the case of differential systems
involving series, no contribution exists. So, the main aim of
this work is to fill the gap in the relevant literature.
The rest of the paper is organized as follows: In section 1, we
present some preliminaries and lemmas. Section 2 is devoted
to existence of solutions of problem (5). In the last section,
some examples are presented to illustrate our results.
The following preliminaries will be used in the proof of our
main results [12], [13], [15]

Definition 1.1: A real function f (¢); ¢ > 0 is said to be
in space C,, p € R, if there exists a real number p > p,
such that f (¢t) = tP f, (t), where fi (t) € C(0,4+00) and it
is said to be in the space C} if o e Cu,neN.
Definition 1.2: The Riemann-Liouville fractional integral
operator of order a > 0, for a function f € Cy, p > —1, is
defined as:

—7)* f(r)dr, > 0,8 >0,

I°f(t) =

ifa=0.
(6)

Definition 1.3: The Caputo fractional derivative of order o >

0,n—1<a<n,ne N*of afunction f € C", is

defined as:

t n—oa— n
) tomay Jo (£ =) T O (1) drt > 0,
Def(t) =

ifa=n.

F @),
)

The following lemma gives some properties of Riemann-
Liouville fractional integral and Caputo derivative [12], [13]

Lemma 1.1: Let f € C_1. Then for all t > 0, we have:
I"Isf(t) = I"5 f(t);r > 0,8 > 0.
DeIsf(t) = f(t);s > 0.
DrIsf(t)y=1""f(t);s >r > 0.

To study the coupled system (5), we need the following two
lemmas [12]:

Lemma 1.2: Let n — 1 < o < n,n € N*. The general
solution of D%x (t) = 0 is given by

x(t) =co+ it + eot? 4+ . Fept" T, )

where ¢; € R, 5 =0,1,2,..,n — 1.

Lemma 1.3: Let n — 1 < o < n, n € N*. Then, for a given
Sunction f € C",, we have
I“DYf (t) = f(t) +co+ crt + et + o F cat™ ™, (9)

for some c; € R,j=0,1,2,..,n—1,n=[a] +1.

The following result gives an integral representation for the
problem (5):

Lemma 1.4: Suppose that © € C™,n—1 < a<n,a; > 1.
If F,G;,®, € C_1([0,1], R), such that Z 19 o

and G; is uniformly bounded, then the mtegral solution of
the problem

i=1 I (al)
(10)
associated with the conditions
n—2
> @ )] 0,000 ©) =12 () (D
k=0
is given by:
t _
z(t) = ﬁfo (t—s)* " F(s)ds
¢ —s a;ta—1
T(p+n)t™ 1t —g)atr—1
+F(n)(lz(zgin)) ey < (o ke F (s) ds
s a;j+atp—1
- z S B by (5) G (s) ds )
(12)
where ~y # };,Efff )
Proof. Applying Lemma 1.3 to (10)7 we can write
x(t) = P(a) fo (t—s)"" F(s)ds
s a +a
+ z N tmﬁa) ®; (s) Gy (s)ds (13)
—C() —Clt— .—C ,1tn_1.
Then,
™ (0) = —Klep,k=1,..,n—1. (14)

Since z(0) = 2/(0) = ... = 2("~2) (0) = 0, it follows then
that co = c1 =co = ... = ¢p_o = 0.
Thanks to Lemma 1.1, it yields that

t Fp—1
1P (t ) = oc1+1?) f() (’ '

Zf

—Cp—1

F (s)ds+
+ s a;+a+p—1
(tl—‘(; o 2i(s) Gi(s)ds

'(n)tPtn—1
T'(p+n)

5)
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Using (11), we get

_ '(ptn)
F_(Fn)(F(ern)*vn””*l)

« (le+pF (77) + ;O: Joteitr, (77) Gi (n))

Cn—1 =

(16)

Substituting cg, ¢1, C2, ...,cp—1 in (13),
Lemma 1.4 is thus proved.

we obtain (12).

II. MAIN RESULTS

In this paragraph, we introduce the following assumptions:

(H1)

mj,m

numbers
[0,1]

There exist non negative real
],nj,n;- (j =1,2), such that for all ¢t €
and (u1,v1), (u2,v2) € R%, we have:

|f1 (t, w2, v2) — f1 (tur,v1)| < myJug — ug|+mg [vg — v1],
|f2 (t,u2,v2) — fo (t,ur,v1)| < nylug — ur|+ng [va —v1],
|gi (t, u2,v2) — gi (t,u1,v1)| < M Jug — ug[+mi v — v,
|gi (t, ug, v2) — gi (£, u, v1)| < M Jug — ur|+mb [vg — v1],

where ,i € N*.

(H2) : (i) : Suppose that ¢;,¢; € C_1([0,1],R),
and g; and h; are uniformly bounded i.e. there exist
nonnegative real numbers L}, L) such that for all ¢ € [0, 1]
and (u,v) € R?, we have:

|gi (t,u,v)\ < Lll? ‘hl (t,u,v)| < L/27Z = 17273

(7i) : Assume that Z loill oo < +00, E l|#ill oo

=1

(H3) : The functlons f1, f2,9; and h; [0 1|xR? = Rji €
N* are continuous and there exist nonnegative real numbers
Ly, Ly such that for all ¢ € [0,1] and (u,v) € R?, we have:

|f1 (t,u,v)| S Lla |f2 (t,u,v)| S L2~

We also need to introduce the quantities:

< +00.

w1 = ’YF(p-i-n)
B F'n)(T(p+n)— rynp+n—1)’
= o' (¢ +n)
Wy = F(n) (F (q+n) _ 5Cq+n71)a
= 1 |W1|
M Ty T Tarpr )
o3 (el ol
P Mla+a;+1) T(a+a;+p+1))’
= 1 |W2|
SN ES RS CETESY
“@” el e

F ) ) ’or
L = max {mj,nj,m]7 n; }j:172 .

Now, we are ready to state and prove our main results. We
begin by the following theorem:

I'(g+n)

Theorem 2.1: Suppose that v # F,Ef“:”f,é # atnot and
assume that (H1) and (H2) hold. If
L(M, + M) <1 (17)

then the fractional system (5) has exactly one solution in

X x X.

Proof. We apply the Banach contraction principle. To this
end, we introduce the Banach space: X := C",([0,1], R),
equipped with the norm ||.||x = ||.||co-

So, the product space (X x X, |[(u,v)|yyx) is also a
Banach space with norm ||(u,v)|| v, v = [Jullx + [[v]x -
We also define the operator ¥ : X x X — X x X by:
(W1 (u,0)(8), P2 (u,0) (1) ),

U (u,v) () = (18)

where,

¥ (:0) () = Jo 55— fr (v (s) v (5) ds
+ Z Jo Y —i () gi (s,u (s) v (s)) ds

+w t” ! fo g:; 1f1 (s,u(s),v(s))ds+

oyt 2 S () s (s (s) v (s)) ds
(19)

and
U, (u ) (t) = Jo (t—Fs&j)*lfQ (s,u(s),v(s))ds
+ z Sy SR (8) ha (s, u(s) v (5)) ds
+w " 1f< %fg (s,u(s),v(s))ds

wotn ™t Z fc %@ (s) hi (s,u(s),v(s))ds.

(20)

We shall prove that W is contractive:
Let (u1,v1), (ug,v2) € X x X. Then, for each t € [0,1],
we have

|y (Uzvvz)( )
(fo F(a)

X Supg<s<y | f1(8,u2 (s),v2 () — f1 (s,u1 (s),v1(s))]

<s<119i (8,u2 (), 02 (s)) — gi (s,u1 (s),v1 (s))])

* t (t—g) T~

; (supo<s<1|% |f (p(im ds

a+(x +p—1
1N (n—s)
0 Tlataitp) ds) .

d (u1,v1) ()] <

s O¢+ 1
"ds + |wi| fn %ds)

+ sup,

<1
S

+ el Jo
(2D
For all ¢ € [0,1], we can write
(W1 (uz,v2) (£) = Wy (ug,01) ()] <
|on |

1
FatD) T TlatprD
X SuPg< <1 | 1 (8,u2 (8),v2(5)) — f1 (s, u1 (s),v1 (s))]
m
leillo lwillleill o
+ Z ( T'(ata;+1) + F(oz—li—oc +p+1)>
X SUPg<s<1 |gz (s,u2 (), v2(5)) — i (s,u1 (), v1 (8)2|2-2)

Using (H1), yields the following inequality

(Advance online publication: 14 November 2015)
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W1 (u2,v2) (1) — W1 (u1,v1) ()] <

1 Jws |
TarD T TlatprD

T (supcrca [uz (1)~ (0)]+ supocy o2 (1) = w1 1))

il oo lwilllill oo
+ Z (F(a+a7+1) + F(ai—al-&-p—i-l))

xL (Sup0<t<1 |ug () — u1 ()] + supg<,<y [v2 () — Ul((2t3))|) .

By (H2), we obtain

[W1 (uz,v2) (1) — W1 (ug,v1) ()] <

(24)
L(Jluz — urlly + [lvz —vil[x) -
So that,
Wy (uz,v2) — Wy (ur, 01y < 25)
LMy |[(u2 — u1,v2 —v1)[ xu x -
With the same arguments as before, we have
H\I/? (UQa@) - Uy (ula’Ul)HX < (26)
LM [[(u2 — ur,v2 —v1) |y x -
Using (25) and (26), we deduce that
||‘I/(UQ,U2)—\I/(’LL1,111)HXXX < 27)

L (M + M>) ||(u2 — u1,v2 — v1) | xx x -

Thanks to (17), we conclude that U is a contraction mapping.
Hence, by Banach fixed point theorem, there exists a unique
fixed point which is a solution of (5).

The second main result is given by the following
theorem:
Theorem 2.2: Assume that (H2) and (H3) are satisfied.
Then the system (5) has at least one solution in X x X.

Proof. We use Schaefer fixed point theorem to prove this
result:

First of all, we show that the operator ¥ is completely
continuous. (The continuity of ¥ on X x X is trivial and
hence it is omitted.)

By the continuity of g; and h; imposed in (H2), we can state
that the series in (5) are uniformly convergent. On the other,
thanks to (ii) of (H2), for any t € [0,1], we can write:

+oo a+a1—1
. . <
Z/ aw e e (g (suls) v (s)ds|| <
X
= Ll
E F(a+<(’;l—i(1
(28)
The conditions imposed on « and «; allow us to obtain:
+oo +oo
LY il x
— 2 < il < 29
;F(aw 5 leso [ )
With the same arguments, we can write:
“+o0 ’
L |¢z||x
i 30
Step 1: Let us take » > C > 0, and de-
fine B, = {(u,v) € X x X, [[(u,0)||xyx <7};C =

L(Ml—‘rMQ)’L:: maX{Lj,L;-}jzl U) S

, - Then for (u,
B, and t € [0,1], we have: ’

W o) (O]
< (1 + vy ) SwPo<e< L1 (B u ()0 ()

++2c>:o leill ot + leill on®teit?
= T'(ata;+1) T'(a+a;+p+1)

X supg<i<y [gi (8w () v (1))] -

€1V

y (29) and (H3), yields

|1 (u,v)||x < LM < +oo. (32)

Similarly, for Vs, we have

Wy (u,v)||x < LMy < +o0. (33)

Thanks to (32) and (33), we can write

1V (u, )l xx <C <7 34

Hence, ¥ (B,) C B,.

Step 2: Let ¢1,t2 € [0,1],
We have:

| Uy (u,v) (t2) alllfl(u v) (t) |<
|J~t2 (t2 s) fi (S U(S),’U(S)) ds
_ Otl (tl%fl(s w(s),v(s))ds |

ta ata;
+ | E Jo e 2+a1) (5),v(s))ds

tl 1—S atag
— z Sy B o (5) g1 (s, u (s) v (5)) ds |

t1 < to and (U,U) €

@i () gi (s,u

] (857" =817 |
Jo R i (s,u(s) v (s)) ds |
4 ‘Wl‘ (tn—l t"_l)

6)a+a i+p—1

X Z | fﬁ (n— STt Y () gi (s,u(s),v(s))ds|.

(33)
Using (H2) and (H3), we can write

L a__ o _ o
|0y () (£) — L

T2 Lilleillo

+2.

=1
+|w1\L1(t; e )
I'(a+p+1)

Uy (u,v) (1) |<
( a+cx a+al+(t2 tl)(x+n )
I'(a+a;+1)

“+o00 L/ ”807” ( $n—1

el 2

1—1
77"
T(ata;+p+1)

(36)
With the same arguments as before, we have
Lo (th —t7 +(t2—t1)")

L(B+1)
1)/i+m-)

|¥2 (u,v) (t2) —
10 Lollgs
+Z 2lli oo
|wz|L2( 71_tn71)
T T

s (u,v) (h)] <
( 58P (1

(/3+/3-+1)

L ”‘151H $n— l_tn 1
N Z (13 )

F(B+ﬁ1+p+1)

+
(37
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Thanks to (36) and (37), we get

|V (u,v) (t2) — W (u,v) (t1)] <
Ly (g —t5+(ta—t)*) | lwnlLa(ty =47 7")
(1) (i L TlatptD) )
10 Lillwill o (85T =ty M (b —ta) T
* X:1 T(a+a;+1)
i=
me(nqu
+ ‘ ‘ E I'(a+a;+p+1) (38)
b)) | aira(a g )
L(5+1) T(BtqtD)
1o Lhllwill (t§+ﬂi—t‘f+ﬁi +(t2_t1)ﬁ+ﬁi)
T(ATAi 1)

Lyllgll o (851 =t771)
T'(B+8i +q+1)

\\E

As ty — t1, the right-hand side of (38) tends to zero.
Then, as a consequence of Steps 1,2 and by Arzela-Ascoli
theorem, we conclude that ¥ is completely continuous.
Next, we show that the set

Q:={(u,v) € X x X/ (u,v) = AV (u,v),0 < A < 1}

(39
is bounded:
Let (u,v) € €, then (u,v) = AV¥(u,v), for some
0 < A < 1. Hence, for ¢t € [0,1], we have:
u(t) = AUy (u,v) (t),v (t) = A3 (u,v) (t). (40)
Thus,
1w )l xex = AW (w, 0) ]l x5 x 41
By (34), we obtain
1w, )l x5 x < AC. (42)

Consequently, € is bounded. As a conclusion of Schaefer
fixed point theorem, we deduce that ¥ has at least one fixed
point, which is a solution of (5).

Corollary 2.1: Under the assumptions of Theorem 2.1, if
a; = B; = 1, then the fractional system (5) has exactly one
solution in X x X.

Corollary 2.2: Under the assumptions of Theorem 2.2, if
a; = (3; = 1, then the system (5) has at least one solution
in X x X.

III. ILLUSTRATIVE EXAMPLES

Example 3.1: We begin by the following system

Dhu(f) = G +v2

"t ex s) [ sin(u(s)+v(s
+ Z Jy S (Splertelel) ds,t € 0,1,

Do (t) = "G + V3

too exp(—ksz) sin u(s)+sin v(s)
4_223 Jo = (66<knv@xsexp@w2>+1>) ds,t € [0,1],

v (0) = 2y/7%u (1),
(0) = 2v/mI?u () .

where, a = 8= 3, = B = 1(k=1,2,3,.
lp=qg=2y=0=2ymand fi (t,u,v) =

gn;C—
sin(u—+wv
64(t+1) +\/>

mw@=%%%+fvw%”:@ﬁ%
— sin u+4-sin v __ exp(—kt)
hi (tu,0) = G Ty P () =~z and

o (1) = k) c Rt e

[0,1], we have

For all (uy,v1), (ua,va)

|f1 (8 ug,v2) = f1 (t,ur,01)| < g5 (Jug — ur| + vz — 1),
|fa (£, ug,v2) = f2 (t,u1,v1)| < g5 (Jug — ur| + [v2 — v1]),
gk (£, u2, v2) — g1 (t,u1,01)] < g5 (Jug — ur] + [v2 — v1]),
e (t, u2,v2) — by (8 ur,v1)] < g5 (luz —u| + vz —v1]).
So,
M, = My = 8.23,
+oo o +oo 7kt2) —+oo
where epkt) || = oxp(—kt?) L=
Sl =gl | =&m
7TfandL maux(m]7 ’)] 12 614,
Hence,

Z(Ml + Mg) =0.25 < 1.

The conditions of the Theorem 2.1 hold. Therefore, the
problem (43) has a unique solution.

To illustrate the second main result, we give the following
example:

Example 3.2: Let us take

D1T7u (t) _ co:a(u7r(+):-v(t))+
too —5)% exp(—ks) e *° cos(u(s) xv(s
[ U ol e esbullxelol g, 1 € o, 1],
k=10
h
21 _ sin(u(t)+v(t))
D°Np—‘ﬁmff
+oo 3 2 —s .
(t—s) exp( S )e sin(u(s)xv(s))
+ k:l‘Of r4) k2VE vk ds? te [0? 1] )
3
3 [u (0)] + [0 (0)] = 0,
§=0
u® (0) = 21*1u (1) , 0@ (0) = VBI?3v (1)
(44)
For this example, we have a = 1,8 = Z qp =
Br = 4;(k=1,2,...). For t € [0,1], we have gok (t) =
w,cﬁ (t) = ex:?(ﬁ and for each (u,v) € R?
fl(tvuvv) = C.O:‘r(ﬁt-gv)v
fg(t,u,’l)) _ Sll’;(;::;v)7
e P cos(uxw)
9k (t,u,v) = k2—(|-2 ) )
e 'sin(uxwv
hi (t,u,v) = T
For all k =1,2,... and t € [0,1], we have

—+o0 —+o0 1

Z ||<10k (t)Hoo = Z = < o0,
k=1 k=1

+oo +oo 1

kzl o )l = kzl v <>

Therefore, by Theorem 2.2, the problem (44) has at least
one solution.

(Advance online publication: 14 November 2015)



TAENG International Journal of Applied Mathematics, 45:4, [JAM 45 4 04

REFERENCES

[1] M.A. Abdellaoui, Z. Dahmani and M. Houas: On some boundary value
problems for coupled system of arbitrary order, Int. J. Indust. Appl.
Math.. Vol. 4, Iss. 2, pp. 180-188, 2013.

[2] B. Ahmad, J. J. Nieto: Existence results for a coupled system of
nonlinear fractional differential equations with three-point boundary
conditions, Comput. Math. Appl., 58, pp. 1838-1843, 2009.

[3] A. Anber, S. Belarbi and Z. Dahmani: New existence and uniqueness
results for fractional differential equations. An. St. Univ. Ovidius
Constanta, Vol. 21(3), pp. 33-41, 2013.

[4] C.Z. Bai, J.X. Fang: The existence of a positive solution for a singular
coupled system of nonlinear fractional differential equations, Applied
Mathematics and Computation, Vol. 150, Iss. 3, pp. 611-621, 2004.

[5] M.E. Bengrine, Z. Dahmani: Boundary value problems for fractional
differential equations, Int. J. Open problems compt. Math., Vol. 5, Iss.
4., 2012.

[6] Z. Cui. P. Yu, Z. Mao: Existence of solutions for nonlocal boundary
value problems of nonlinear fractional differential equations, Advances
in Dynamical Systems and Applications, 7(1), pp. 31-40, 2012.

[71 Q. Feng: Interval oscillation criteria for a class of nonlinear fractional
differential equations with nonlinear damping term, JAENG Interna-
tional Journal of Applied Mathematics, 43(3), pp. 154-159, 2013.

[8] M. Gaber, M.G. Brikaa: Existence results for a coupled system of
nonlinear fractional differential equation with three point boundary
conditions, Journal of Fractional Calculus and Applications, Vol. 3
(21), pp. 1-10, 2012.

[9] V. Gafiychuk, B. Datsko, and V. Meleshko: Mathematical modeling of
time fractional reaction-diffusion systems, Journal of Computational
and Applied Mathematics, Vol. 220, Iss. 1-2, pp. 215-225, 2008.

[10] M. Houas, Z. Dahmani: New results for a coupled system of fractional
differential equations, Ser. Math. Inform., Vol. 28, No. 2, pp., 133-150,
2013.

[11] N. Khodabakhshi, S.M. Vaezpour: Existence results for a coupled
system of nonlinear fractional differential equations with boundary
value problems on an unbounded domain, Electr, J. Qualitative Theory
of Differential Equations, Vol. 73, Iss. 2, pp. 1-15, 2013.

[12] A.A. Kilbas, S.A. Marzan: Nonlinear differential equation with the
Caputo fraction derivative in the space of continuously differentiable
functions, Differ. Equ., 41(1), pp. 84-89, 2005.

[13] V. Lakshmikantham, A.S. Vatsala: Basic theory of fractional differen-
tial equations. Nonlinear Anal., 69(8), pp. 2677-2682, 2008.

[14] M. Li, Y. Liu: Existence and uniqueness of positive solutions for
coupled system Of nonlinear fractional differential equations, Open
Journal Of Applied Sciences, 3, pp. 53-61, 2013.

[15] F. Mainardi: Fractional calculus: some basic problem in continuum
and statistical mechanics. Fractals and fractional calculus in continuum
mechanics, Springer, Vienna, 1997.

[16] N. Octavia: Nonlocal initial value problems for first order differential
systems. Fixed Point Theory, Vol. 13, Iss. 2, pp. 603-612, 2012.

[17] N. Shang, B. Zheng: Exact solutions for three fractional partial
differential equations by the (G’/G) method IAENG International
Journal of Applied Mathematics, 43:3, pp. 114-119, 2013

[18] X. Su: Boundary value problem for a coupled system of nonlinear
fractional differential equations, Applied Mathematics Letters, Vol. 22,
Iss. 1, pp. 64-69, 2009.

[19] A. Taieb, Z. Dahmani: Solvability for high dimensional fractional dif-
ferential systems with high arbitrary orders, Georjian Math. Journal,
To appear 2015.

[20] J. Wang, H. Xiang, Z. Liu: Positive solution to nonzero boundary
values problem for a coupled system of nonlinear fractional differential
equations, International Journal of Differential Equations, Vol. 2010,
Article ID 186928, 12 pages, 2010.

[21] T. Wang, F. Xie: Existence and Uniqueness of Fractional Differential
Equations with Integral Boundary Conditions, J. Nonlinear Sci. Appl.,
3(1), pp. 206-212, 20009.

[22] G. Wang, B. Ahmad, L. Zhang: A Coupled system of nonlinear
fractional differential equations with multipoint fractional boundary
conditions on an unbounded domain, Abstr. Appl. Anal. Volume 2012,
Article ID 248709, 11 pages.

[23] S. Zhang: Positive solution for boundary value problems of nonlinear
fractional differential equations, Electron. J. Differential Equation, Vol.
36, pp. 1-12, 2006.

[24] C. X. Zhu, X. Zhang and Z.Q. Wu: Solvablity For A Coupled
System Of Fractional Differential Equations With Integer Boundary
Conditions, Taiwanese Journal of Mathematics, Vol. 17, Iss. 6, pp.
2039-2054, 2013.

(Advance online publication: 14 November 2015)





