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An Extended Single-valued Neutrosophic
Normalized Weighted Bonferroni Mean Einstein
Aggregation Operator

Lihua Yang, Baolin Li

Abstract—In order to deal with the indeterminate
information and inconsistent information existing common in
real decision making problems, an extended Single-valued
Neutrosophic Normalized Weighted Bonferroni Mean
(SVNNWBM) aggregation operator based on Einstein
operations is proposed under single-valued neutrosophic
environment. The novel SVNNWBM aggregation operator can
not only take into account the interrelationship of the input
arguments, but also owvercome the shortcomings of
unreasonable operations in some cases. Meanwhile, some new
operational laws based on Einstein are defined, and some
desirable properties of the proposed operator are analyzed. In
addition, adecision making method basedon the nowel operator
is given. Finally, to solve multi-criteria decision-making
(MCDM) problems, an illustrative example based on the
SVNNWBM operator and cosine similarity measure is shown to
verify the effectiveness and practicality of the proposed method.

Index Terms—multi-criteria decision-making, Einstein,
weighted Bonferroni Mean aggregation operator, single-valued
neutrosophic sets

I. INTRODUCTION

Fuzzy sets (FSs) [1], intuitionistic fuzzy sets (IFSs) [2-3] and
hesitant fuzzy sets (HFSs) [4-5] have been applied
successfully in many fields. However, they cannot manage the
inconsistent information and the indeterminate information.
Therefore, neutrosophic sets (NSs) firstly proposed by
Smarandache [6] has become a hot spot for fuzzy information

in recent  years. In neutrosophic  set, an
indeterminacy-membership is added explicitly, and
truth-membership, indeterminacy-membership and

false-membership are independent.

At present, NS has been made many attentions, and there
are some achievements on it. A single-valued neutrosophic
set (SVNS) was proposed [7], and some properties of SVNS
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were also analyzed. Ye [8] defined the simplified neutrosophic
sets(SNSs), and generated a MCDM method using a simplified
neutrosophic weighted arithmetic average operator and a
simplified neutrosophic weighted geometric average operator.
Wang[9] introduced the concept of interval neutrosophic set
(INS) and gave the corresponding operators of INS. Ye [10]
utilized the correlation coefficient and weighted correlation
coefficient of SVNS to rank the alternatives. Majumdar [11]
defined similarity measures between two SVNSs and proposed
ameasure ofentropy. Wang [12] proposed some new distance
measures fordual hesitant fuzzy sets, and study the properties
of the measures. Aydin [13] applied fuzzy multi-criteria
decision making approach to evaluate of E-commerce website
quality.

Information aggregation is of great important to MCDM
problems, so different aggregation operators have been
developed. Yager [14] and Xu [15] proposed weighted
arithmetic average operator and weighted geometric average
operator. The neutrosophic number aggregation operators
based on the algebraic operational rules [16] are proposed.
Wang and Liu [17] proposed intuitionistic fuzzy geometric
aggregation operators. Liu [18] proposed some Hamacher
aggregation operators for the interval-valued intuitionistic
fuzzy numbers. Yang [19] proposed power aggregation
operators for single-valued neutrosophic sets.

Up to date, there are a few researches about aggregation
operators underthe single-valued neutrosophic environment.
Bonferronimean (BM)is an important aggregation operator to
combine all the input individual arguments into a single
representative value, which can capture the interrelationship
between the individual data and the other data. Xia [20]
presented the weighted intuitionistic fuzzy Bonferroni
geometric mean. Liu [21] proposed a single-valued
neutrosophic normalized weighted Bonferroni mean operator
based on algebraic t-norm and t-conorm. Li [22] defined the
multi-valued neutrosophic linguistic normalized weighted
Bonferroni mean Hamacher operator.

However, the operations of SVNNs based on operational
rules may be irrational in some cases [23]. Algebraic and
Einstein t-normand t-conormare important in the building of
operational rules and aggregation operators, but there is little
research on aggregation operatorusing Einstein operations in
the situation of single-valued neutrosophic set. Hence, some
novel operations of SVNNs based on Einstein operational
laws are proposed in this paper, and an extended
Single-valued Neutrosophic Normalized Weighted Bonferroni

(Advance online publication: 7 November 2018)


mailto:20159482@qq.com
https://www.engineeringvillage.com/search/submit.url?CID=expertSearchCitationFormat&implicit=true&usageOrigin=recordpage&category=authorsearch&searchWord1=%7bAydin%2C+Serhat%7d+WN+AU&database=1&yearselect=yearrange&searchtype=Expert&sort=yr

TAENG International Journal of Applied Mathematics, 48:4, [JAM 48 4 02

Mean (SYNNWBM) aggregation operator based on Einstein
operations is proposed under single-valued neutrosophic
environment.

Therefore, as acomplement to the existing works, this paper
aims to develop Normalized Weighted Bonferroni Mean based
on the new operations under single-valued neutrosophic
environment. At the same time, we will analyze its desirable
properties and apply it to MCDM problems.

Therestof the paper is presented as follows. In section II,
some definitions and operations are introduced, and some
novel operational laws of SVNNs based on Einstein
operations are proposed. In section III, single-valued
neutrosophic normalized weighted Bonferroni Mean
aggregation operator based on Einstein operations is
proposed, and some desirable properties are analyzed. The
new method for multi-criteria decision making based on the
proposed operator is presented in section IV. An illustrative
example is also shown to verify the effectiveness of the new
method in section IV. Finally, the main conclusions of this
paper are summarized in section V.

Il. NOVEL OPERATIONS

Asingle-valued neutrosophic set (SVNS) is an extension of
NSs, and some properties of SVNS are also proposed.

Let X bea universe of discourse, with a generic element in
X denoted by X. A SUNS Ain X is

A={(XTa(¥), 1,(X), Fa())|x € X |,

Where T,(x)is the truth-membership function, 1,(x) is the
indeterminacy-membership function, and F.(X) is the
falsity-membership function. For each point Xin X | we
have Ta(x). 1.(X), and F,(x) €[0], and 0<T, (X)+1,(x) + F,(x) <3,

For simplicity, we can use X=(T.1,.F) to represent an
elementin SYNS. In particular, if X has only one element, and
we call it a single-valued neutrosophic number (SVNN). The
set of all SVNNs is represented as SVNNS.

Ye [8] proposed the following operations
neutrosophic environment.

Let A=(T,1,FR) and B=(T,1,F) be two SWNNSs, then
operational relations are defined as follows:

Q) ASB=<T +T,-TT, I, +1,-11,,F +F,-FKF,>

(2) A®B=<TT,I,I,,RF, >

Q) AA=<1-(1-T)*1-(1-1)*1-(1-FR)*> 1>0

@A =<T'1F*> 1>0

However, in some situations, operations above provided by
Ye [8] might be impractical. This is discussed in the following
example.

Let A=<06,0505> gnd B=<10,0> be two SVNNs.
Obviously, B=(10.0)is the larger value of these SVNNs. It is
well known that the sum of any number and the maximum
number is equal to  the maximum  value.
However, A® B =<1,0.5,0.5>= B which is based on the above
definition. Hence, the operations above are incorrect. Similarly,
A=<06,050.5>is the smaller value of these SVNNSs.
Theoretically, the multiple of any number and the minimum
number is equal to the any one. However, according to
operations above, A®B=<0.6,0,0># A Thus, the operations

under

defined above are irrational.

Therefore, some new operations to avoid shortcomings
above are proposed in this paper.

Let A=(T,I,R) and B=(T,.1,,F,) be two SVWNNs, then the
new operational relations based on Einstein operations are
proposed as follows:

T, +T, 1, FF, -
1+TT, 1+(1-1,)A-1,) "1+ 1-F)(1-F,)

1T, L+l, F+F,
1+(A-T)A-T,) 1+ 1,1, "1+ FF,
3) A=< @+T)* -@-T)" 21)" 2(R)"
B A Ty e @1 () @Ry (R
e e e e =

The corresponding operational relations can also be
obtained.

LetA=(T,1,F),B=(1,1,F),andC =(T;.1;,F;) bethree SVNNs,
then

(1) A®B=B®A

(2) A®B=B®A

(3) MA®B)=JA®B,1>0

(4) (A®B)'=A"®B*,1>0

(5) AA® LA= (4 +4)A 4 >0,2,>0

(6) A*®A% = A" 2, >0,2,>0

(7) (A®B)®C =A®(BOC)

(8) (A®B)®C = A®(B®C)

Then, we will prove the operational relations above.
Obviously, (1), (2), (7), and (8) can be easily obtained.

Let us prove (5).

Proof (5) Since 4, >0,4, >0

PRI ) o S (V) 2(F)"

QT +@-T) 2= 1) +(1)" (2-R)" +(F)*
®<(1+le~: —(-T)E 2l 2(F)* >
QT2 +@-T)% "(2-1) + (1) 2-F)"* +(F)"
@+T) -(A-T)"  @+T)"-@Q-T)*
L+T) +(1-T)*  (@+T)=+(@1-T)"
@+T)* -@-T)" (+T)7-(@-T)"'
L+T)*+(1-T)* @+T)=+(1-T)"
20" 2yt
(27 |1)A‘1 +(|1)A‘1 (27 |1)A‘1 +(|1)X2
11— 21)" )i- 2(1,)*
(27 |1)Z‘ +(|1)Z‘ (27 |1)}Q +(|1)A‘1

2(R)* _ AR)"

(27 ':1)}1 +(F1)x‘ (27 ':1)AZ *’(':1)12
ARy, 2R
(27 ':1)1l *’(':1)1l (27 Fl)}'z + (F1)A2

@) A®B=<

) A®B=<

> 1>0

A>0

1+(1- )

(@+T)% +@L-T)%) (4T + Q-T2+ (+T)% - (L-Ty)")-(L+T)* - (L-T)")
4147

(@=1)"+ (1))@= 1)% + (1)) +(2~1)* = (1))@~ 1) = (1))’

- <((1+T1)’“ —(1-T)M) - (@+TY" +(1-T)") +(@+T)* ~A-T))*)-(A+T)* +1-T))*)

4. FlMMz
(@-R)"+(R)*)-(2-R)* +(R)")+(2-R)* - (R)*)-(2-FR)* - (Fl))7)>
_ <(1+T1)*f’f —(1-T)" ’ ’ zflzﬁzz ‘ >
A+T) 7 + (A-T)* 22— 1) + 1,572 (2—F)"*™ + F{+

=(4+24)A

The proof ends.

Similarly, (3), (4) and (6) can be true.

Then, the novel operational relations can be established.

Similarly, let A=<0.6,050.5> and B=<10,0>pe two SVNNs.
According to the novel operations, 4 ® 5 =< 10,0 >= 57 Note
that the operations coincide with the sumof any number and
the maximum number is equal to the maximum value.

2- 14
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Meanwhile, A®B=<0.6,0.5,05>=A Note that the operations
coincide with the multiple of any number and the minimum
number is equal to the any one.

Therefore, the novel operations proposed in this paper can
avoid above disadvantages.

I1l. NOVEL SINGLE-VALUED NEUTROSOPHIC WEIGHTED
BONFERRONI MEAN AGGREGATION OPERATOR

In this section, we shall exend the NWBM operator to the
single-valued neutrosophic environment where the input
arguments are SVNNs, and some properties are also analyzed.

A. SVNNWBM operator

The novel SYNNWBM aggregation operator on the basis of
new operations above is proposed.

Let 7,¢20 and x, =<7,7,F)i =12--n) be a
collection of the SVNNSs, the single-valued neutrosophic
normalized weighted Bonferroni mean (SVNNWBM) operator
is defined as follows:

1

() ®Xv>j

n ijel,
i#J

SVNNWBI " (x,, x,, -+, x,) = [

1

2(| I u, = I I v, )"“"
1,7=1, i,j=1,
_ i#j itj
- B [ [0
I=w; o T
(I w, +3||V )””’+(||u —||v1/. yrra
iJ=l, iJ=l iJ=l =l
izj izj i#j i#j
B i "y w1
(”X "+3||t ypra (IIX —||t Ty
ij ij
i,7=1, i,Jj=1, i,J=1, i,j=1,
i#j i#Jj i#Jj i#j
p [ - T
T-w;
(IIX +3||t )"*"+(||X —Ilt )”*”
ij ij ij
i,7=1, i,j=1, i,j=1, i,j=1,
i#J i#j i#J i#J
B g ‘, ” ]
o pra _( o Yo+a
(IlZU +3||yu ) IIZ —||y1.j
i,j=1 i,j=1, i,j=1, i,j=1
i#Jj i#Jj i#J i#J
" [ " [N n [T
i i vi
SIETRE) | EARTRES | E | P
1,7=1 1=l 1,Jj=1, 7, 7=1,

i#j i#J itJ i#j

Where W:(Wqu:"'an) is

of x, (7 = 1,2,--,n) | satisfying

the  weight  vector

w, =2 0and) v, =1. The
i-1

weight vector can be given by decision-makers in real problem.
Then the aggregated value using the SVNNWBM operator

is defined as follows:

SVNNIBM " (x,, x,, -+, x,) =

1

- (xP ® XQ)J

n

WW
/j 1, lw
i#j

According to the new operational rules based on Einstein

operations, we have

2(T)°

@+1)°-(@-1)° @+F)°

X :<(2—Ti)°+(‘|'i)9 ! A+1)°+(1-1,)°
Z(T,)q (l+|J)‘*_(1_|J)q

wR)?

-(-F)°
+(1-F)°

X :<(2—TJ)°' ST @) -y
X ®@x}

2(T)° 2(T;)*

2-T)"+()° '(2—TJ)°' +(T;)°

a+ﬁw—a—ﬁw>

T1+F) T+ (A-F)

1+ (1~ 20)" - 2m,)°

)

2-T)P+(T)°
@+1)P-(@-1,)° . Q1) =2-1)"

@2-T)*+(T)°

W+F)’ -(-F)"  (@+F)' -(-F)

@Q+1)P+@-1)" @1 +@-1))°

(+F)"+(-F)" (@+F)"+@-F)*

(WL 1)" —@=1)° @+1)"-@=1)"

1+F)" -(@-F)" (@+F) —-1-F)

@+ 1)+ @=1)P @+ 1) +(@-1))°

- 2T T
\@-T)PE-T) T
@+ 1)PA+1) ~@-1)°@A-1))" @+F)°

1+F)P+(1-F)* (@+F)+@1-F)"

A+1)P@+1) +@-1)PA-1)" A+F)P
Then,
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liwi (sz ® Xj)
+ i — i
@ -71)Q2~1) + 17 @-T)Q2~1) +I°T°
- 21T irp TP oy
(1 i J )1—wz- + (1 i 7J 1-w;

Te-rye-1y 1T C@-ry@-T)y 41T

A+ 7)A+7) -0-1)0- ]f)q)%

U+ 7Y+ 1)y + A1y -1)

A P e e L D N R L R D AL AR
U+ 1Y+ 1)y + Q- 1ya-1) U+ 1Y+ 1)y + -1y -1)

2(

Q+EVG+@“%L%WG—@%%
A+ £)yA+F) + 0= F)0-F)
U A ) - =R Q- A L B £ - (- £ = F)
A+ FYA+F) +A-F)d-F) A+ F)A+F) +0-F)0-F)

W

(2-7)"(2-1) +3177) " —(@-T)"(2-1) 1777

i

s

w
T-w;

- |
Wi
T—w

(@-1r@-1) +371)" +(@-1ye -1y - 171

Wi
1-w;

A0+ 7)A+1) -0=1)0-1)")

" v

>

1

T-w; B

(A+ 1) A+ 1) +30 = 1) A =1))  +(A+ 1) A+ 1) —1=T1)0~1))

Wi

T—w,

20+ EY U+ F) = (1= F)(1L=F))

i I

T-w, i-w

(U + AP+ BY 430 - FYA-F)) (U B+ £) == F) 1= F))

|y, -V, 2t/.j 2yu
- rivy g " i’ Yy j
- - T-w; - - -
u v
T +V,, X, + tl,j z; + 7,
Where Thus
UU = (2 — 7;)’7(2 — f/)a + 37}’77?{7, n % ﬁ L
u.. - V.
v, =Q@-T)y@-1) 1T, . da =
W D qy _ i#J i#J
t, =+ 1A+ 1) —U-1)y0-1), O @) = | e
% i i
x, = U+ LY+ 1Y +30-1)0-1), [Lu,+ 11w,
’ 1=l iJ=
v, =W+ F)YU+F) —0-F)1-F), " "
— p a _ Pl _ q n = n I
z,; = 1+ E) 1+ F]) + 301 E) (1 F/) . 21—[ L‘” 21—[ v,
ig=l, iJ=1,
i%Jj i#j
[Tx 11w Ilz +IIv,
i,j=1 i,j=1 1,j=1, 1,7=1
1#] 1#] 1#] 1#]

(Advance online publication: 7 November 2018)



TAENG International Journal of Applied Mathematics, 48:4, [JAM 48 4 02

Therefore,

p+a

p.q —
SVNNWBM * (x,, x,, , X)) =
W wow s
z T—w; 2z T—w;
I I LII.J. — I I ij
7,7=1, 7,7=1, L
2(1’#]’ I#J )/’*'1
" v ” W
T—w, T—w,;
LII.J. -+ I I ij
i,7=1, i,7=1,
_ I#J I#J 1
n W " ww n W n wW 4
T—w; T—w; T—w; T—w,
UIJ v, J ij 77
7, =1, i,7=1, 1 i,7=1, i,j=1, J
(2 _ I#J v )p*" (1';:,1 i#Jj )p*‘l
W o W o
17 = 17 -~ 17 = 17
1—w; T—w; 1—w; T—w;
1« +11v [1«, +11v
ij 7 7J ij
Z,7=1, Z,7=1, Z,7=1, Z,7=1,
1+ 1+ 1 1% 1%
wow wow s
n T—w, n T—w;
211 «, I1 <,
7,7=1, 1 7,7=1, 1
(1 + ,';éjj )p+q (1 ,';{/' )p+<7
W W v v
7 T—w; 7 T—w; n T—w;
+ I I r.
17
i,j=1,
e
vy ’
1 1
pP+q pP+aq
a + —)"7 + A -
ez 1-w; 1-w;
H X
iJ
7,7=1,
FESYA
i T—w;
2 I I Yy
i, 7=1, i (T = 1
(1 + i ),;M, (1 g ),Hq
W W W s W s
n [ n [ n T—w, n [
. .. =z ..
11z, + 11, 1=z, +11vx,
Z,7=1, 7,7=1, Z,7=1, 7,7=1,
i#J i#j 7+ j i#j
Vi W
1
p+a
W W 1 W W 1 >
n =~ 7 =~ n =~ n =

W W R W 1 Y o . W 1 >
L—w, 1—w _— T—w, T—w, . ———
(T1 C+3]] s, O + (T = I1 s,
X i -+ iy X i — 7
i, =1, 7,7=1, i,7=1, i,7=1,
e E 7% J i J
” L, " oL, 1 ” vy ” Lo, 1
p— s ——— p p—
( L—w; 3 1-w; )p+q ( T—w; T—w, )p+q
l l ZI,/' + l l Y 7 l l ZI./ l l Y 7
7,7=1, 7,7=1, 7,7=1, 7 =1,
% J I+ J I J £ T
W W 1 W
el T—w, 7 T—w, (—— 7 T—w,
( "+ 3 e 4+ ( ’
1z, +31I1v», +(I1 =z,
i,J= i,J= 7,7=1,
I+ I#J I#J

The proof is completed.
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Therefore, the calculating formula of novel SYNNWBM
aggregation operator can be obtained.
A. Properties of SYNNWBM operator

We can prove that the novel SYNNWBM operator has the
following properties, such as idempotency, commutativity,
boundedness , monotonicity, and reducibility.

(1) Idempotency: Let A :<TA,|AJYFA, >(J' =12,---,n) be a
collection of SVNNs, and A =(T. 1., Fs) be a SUNN. IfA = A
(1=12,---,n), then SYNNIBI (4, 4, -, 4) = 4.

F, )(i=12--n) be a

n) is any permutation

(2) Commutativity: Let A,~=<TA,|A,
collection of SVNNs, if A (j=12-,
of A (j=12,---,n), then

SVANWBI (4, 4, -- = SWV/VWBM”"(4 Ay AN,

(3) Boundedness: Let A,-=< A AJ>(J=l2~"wﬂ) be a
collections of SVNNs. and 4 = <T,, A E >
am=(1.,1,,F,) If for all j,
<1, <7 1. <1, <I and?. <7, <7, then

A" < SUNNIBU (4, 4y, -, A) < A"

A" = SYNNHBU " (A7, A7y -+, A7) < SUNVHBU (A, 4,, -+, 4))

< SYNNHBU (AT, ATy oo, A7) = AT

(4) Monotonicity:

Let 4, = <7 Ly F, >and A <TA I -,FA,> be two collections

SYNNWBM (4, Ay, -+, A) = SUNBU"“(4, A, -, 4)

IV. AN ILLUSTRATIVE EXAMPLE

A. Multi-criteria decision-making method

Considering the MCDM problems based on novel
SVNNWBM operator.

Suppose A={A,A,-- A} be M alternatives, and
C={C.C,..C,} be N criteria. Let W={W,,W,,---,W,} be the

corresponding weights of criteria, where w; 20(j =12,---,n) |

and 2w, =1 The evaluation value of the attribute

=
¢ (j=12,--,n) with respect to the alternative A
(i=12,---,m) is given by decision maker.

The evaluation values are in the form of SVNNs.

An SWNN is denoted
o = <t.,,'.,, >(l—12 ,mM; j=12,---,n) . Therefore,
decision matrixcan be given as follows:

<t11vi11rf11> <12v|12vf12> o <1nv|1nrf1n>

_ <t211i211f21> f > <2n’|2n’f >

ij)mxn - :
<tmn ’ imn’ f mn>

by
the

<22,|22,

D=(e

<tm1l imll f ml> <tm2’ imZ’ f m2>

In the following, a new method to rank alternatives and
select the best alternative is given.

Of SYNN, if A <A’ foraII(J - 12 H) then Stepl: _Calcula_lt_e the comprehensive evaluation value of
SVNNWBM P ( ) < SYNNWBM P9(A " A * ) each alternative. Utilize the SYNNWBM operator to aggregate
ducibili Arhor A< AR A, the information of each alternative, then the comprehensive
(5) Reduci 1' 'tX' 1 evaluation value
let W = (; [ 5 ;)then o, =<t, ]'/, f; >= SVN/VWB/W'L](QH, (27PN (l,r,,)
1
n pra
w oW,
SVNNWBM ” (e .., o ,a, ) = ® L (a? ® a?)
71 in k=1 l—wj. i ik
J#k
i T
2( | | u, | | Vo 7 Yp+a
J, k=1, J, k=1,
N J#k J#k
B 'l‘ 7/::/\ B / i " W g 1
p+q =v; Yp+q
(Ilujk +3||V‘ ) +(||L1 IIVJ.k )
J,k=1, J,k=1, J,k=1, J k=1
j#k J#k J#k J#k
., Wy ., W g - e 1
( I I x.  +3 | | 4 o ’“" —( I I X 4 | | Ly o )Pra
Jk Jk
Ja k=1, i, k=1, Jok=1, J.k=1,
J#k J#k J#k JEk
n ;’j’;k v, ”/r Yk n it v’
j —w J
( I I X + 3 I I t )‘”‘7 + (I I X, = I I tjk ypta
J,k=1, J,k=1, J,k=1, J,k=1,
J#Ek J#k J#k J#k
. W i . vk
1w, i z 1-
Y; \p+q _ pP+q
OT 2. +311 7. =T =, [T
J,k=1, J,k=1, J,k=1, J,k=1,
J#k J#k J#k J#k
n vk n ", "/( '7‘“/]( n Yk 1
1-w, p+aq S -v; \p+qg
(IT 2. +sT1 v/ +(I1 2, [T 7
J,k=1, J,k=1, J,k=1, J,k=1,
J#k J#k NEDS J#k
G=12--,m) And

Where p,q = 0.
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u, =Q@Q-t)@Q-¢,) +3t0t],
v =Q@Q-t)2-¢) —tlt],

ty =0+, y0+1,) —0-7)0-1,),
A+ )0+ 1,) +30-17)0-1,),
Ve =0+ £ )0+ 1) -0=1)y0-1),
7z, =Q+ )0+ £,) +30-1£)0A-1,).

jk ik

Xjk

Step2: Calculate the cosine similarity measure [10] of
each alternative and the ideal alternative (1,0,0).

Sla) = m)

Step3: Give the ranking order ofall alternatives according
to the calculated results S(e,). The alternative will be better if
the similarity measure value is bigger. Thus, the alternatives
can be ordered and the best alternative can be identified.

Step4: Obtain the best alternative and the worst
alternative.

A. Anexample

In order to validate the effectiveness and feasibility of the
proposed decision-making method, we consider the same
decision-making problem adapted from Ye [8].

The example is about an investment company with four
possible alternatives for investing on the basis of three criteria
expressed by €;(i=123), The corresponding weight is denoted
byW =(0.350.250.4) Where A is a car company, A is a food
company, A is a computer company,A is an arms company.
AndC, is the risk analysis, C. is the growth analysis, C: is the
environmental impact analysis.

The single-valued neutrosophic decision matrix D can be
obtained based on expert’s experience.

(0.4,0.2,03) (0.4,0.2,0.3) (0.20.2,05)
1(0.6,0.102) (060.102) (050202)
(0.30.2,0.3) (0.50.2,0.3) (0.50.30.2)
(0.7,00,0.1) (0.6,0.1,0.2) (0.4,0.30.2)

To solve this problem, the proposed method is applied
according to the following computational steps:

Stepl: Utilize the SYVNNWBM operator to calculate the
comprehensive evaluation value of each alternative. In general,
suppose » = g = 1,then

u, =@-t,)@—-¢,)+3¢t,,

v, =QC-t)C-t)-tzt,

ty = a+ I'U) I+7,)-0- J'U) a-17,),

X, = 1+ J'U) I+7,)+30- J'U) -1z,

Vu=0+f)0+1)-0-7£)0-1,),

Tk

2y =W+ £) U+ £)+30-£) 1= £,).

ik

For i=1,

U, = U, = 3. 04, U, = U, = 3.12, Uy, = Uy, = 3.12,
Vi =Vy =2.4v,=v, =28v, =v, =2.8

t, =t, =0.8¢, =t, =082, =t, =0.8,

X, = X, = 3. 36, X, = X, = 3. 36, Xy, = X,y = 3. 36,

Vo =0y =12y, =y, =16y, =y, =16,

Zyy = 4y = 3. 16, Ziy = 2y = 3, Zyg = Zyy = 3,

Then

a, = SUNVIBII"(a,, a,, @,,) =< 0.3201,0.2,0.3749 >

Similarly, for i=2

u, =u, =3.04,u, =u, =3u, =u, =3

Vig = Vy
Ly =1y

=16,v, =v, =1L8v, =v, =18,
=0.4¢, =t =061¢, =t, = 0.6,

x, = x, =3.64,x, =x, =3.48,x, = x,, = 3.48,

Vg = Vg = 0.8,)/13 =Jy = 0'8’)/23 =V = 0.8,

z, = 2, =3.36, 2z, = z, =3.36,2, = z, = 3.36,
Then

a, = SW\’WEW’Q(%], a,,, 0‘23) =< 0.5623,0.1359,0.2 >
Fori=3

u, =u, =3u, =u =3u,

12
Vi =V =24 v, =vy, =2.4v, =v, =2
t, =t, =0.8¢, =t =Lt, =t, =1,

13 1 > T3 32

X, = X, = 3. 36, X, =X, = 3. 24, Xy, = X, = 3. 24,

Vo =Yy =12y, =y, =Ly, =75, =1

2, = 2, =3.16,2, = z, =3.24, 2, = z, = 3.24,
Then

a, = SVNWHBI"(a,,, a,, t,,) =< 0.4280,0. 2369, 0. 2622 >
Fori=4

u, = u, =3.08u, = uy,

=2.92,u, = u, = 2.96,
Vip = Vg = 1.4, Vig = Vg = 1.8, Vog = Vg = 2,

=1, =0.2¢, =t, =0.6,¢, =t, = 0.8,

31 > 723
X, = X, = 3.8, X, = X, = 3.4, Xy = Xy = 3.32,
Vg =y = 0'6’)/13 =Ty = 0'6’}/23 =V = 0.8,
o = 2y = 3.48,2, = z, = 3.48,2,, = z, = 3. 36,
Then
a, = SINWIBI™(a,, a,, a,,) =< 0.5578,0.1271,0.1639 >
Therefore, we can get the comprehensive evaluation value
of each alternative.
a, =<0.3201,0.2,0.3749 >, a, =< 0.5623,0.1359,0.2 >,

a, =< 0.4280,0.2369,0.2622 >, &, =< 0.5578,0.1271,0.1639 >,

Step2: Calculate cosine similarity measure S(e;, &' )(i=12,3,4),
The ideal alternative is defined as =(10.0), the bigger the
similarity measure value is, the better the alternative is.

S(a,, ") =0.6017,S(ar,, ") = 0.9187,

S(a, a’)=0.7711, S(ay, a’)=0.9373,

Step3: Give the ranking order of all alternatives based
onS(e,a)(=12,34 thatisA-ArA-A

Step4: Get the best alternative and the worst alternative.
The best alternative is A , and the worst alternative is A.

Z.

V. CONCLUSION

The indeterminate information and inconsistent information
existing commonly in many cases cannot be deal with utilizing
FSs and IFSs, and the single-valued neutrosophic set (SVNS)
proposed can be better to process the information.

In this paper, we have extended the NWBM operator to
accommodate the single-valued neutrosophic environment. A
novel SYVNNWBM aggregation operator based on Einstein
operational rules is firstly proposed to avoid the weaknesses
ofsome impractical operations, and some desirable properties
ofthe newoperatorare also analyzed. In order to demonstrate
the effectiveness and application of the proposed method, an
illustrative example based on the SVNNWBM operator is
presented. The extended SVNNWBM aggregation operator

(Advance online publication: 7 November 2018)
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can not only capture the interrelation between different
single-valued neutrosophic numbers, but also avoid some
impractical operations in some cases.

The proposed method in this paper compared with the
earlier method developed by Ye [8], which has the following
advantages. Firstly, it can capture the interrelationship
between input arguments under single-valued neutrosophic
environment, which considerate the indeterminacy
information besides truth and falsity information. Secondly, it
has the ability to handle irrational operations in some cases
than the other methods. Thirdly, if p=1, =0, then the
SVNNWBM aggregation operators can be reduced to the
operator developed by Ye [8], so the operators proposed by
Ye[8] is only an special case of the aggregation operator
proposed in this paper .Therefore, the main advantage of the
method developed in this paper is that it can provide a more
feasible and general aggregation operator, and which makes
the final result more practical than the other traditional
methods in real decision-making problems to multi-criteria
decision analysis.

In the future, we will extend this proposed method to other
neutrosohpic environments, and apply it to the other domains,
such as approximate reasoning, pattern recognition.
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