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Decoupled Modular Regularized VMS-POD
for Darcy-Brinkman Equations

Fatma G. Eroglu, Songul Kaya, and Leo G. Rebholz

Abstract—We extend the post-processing implementa-
tion of a projection based variational multiscale (VMS)
method with proper orthogonal decomposition (POD) to
flows governed by double diffusive convection. In the
method, the stabilization terms are added to momentum
equation, heat and mass transfer equations as a com-
pletely decoupled separate steps. The theoretical analyses
are presented. The results are verified with numerical
tests on a benchmark problem.

Index Terms—post-process, variational multiscale,
proper orthogonal decomposition, double-diffusive, re-
duced order models.

I. INTRODUCTION

In this study, the Darcy-Brinkman equations with
double diffusive convection is considered. The dimen-
sionless form is given as:

u; — 20V -Du+ (u-V)u+ Da 'u

+Vp = (BT + fcC) g in (0,7] x 9,

V-u=0in (0,7] x £,

u=0in (0,7] x 0%,

T:+u-VT =~AT in (0, 7] x 09,

Ci+u-VC =DAC in (0,7] x 09,

T,C=0onTIp,

VI -n=VC-n=0on Ty,

u(0,x) = ug, 7T(0,x) =Ty, C(0,x) =Cp in Q,
(1)

where u(t,x), p(t,x), T(t,x), C(t,x) are the fluid
velocity, the pressure, the temperature, and the con-
centration fields, respectively. Let  C R, d € {2,3}
be a confined porous enclosure with polygonal bound-
ary 02 and I'y be a regular open subset of the
boundary and T'p = 9Q \ T'y. The initial veloc-
ity, temperature and concentration fields are given as
ug, Ty, Cp. The parameters in (1) are the kinematic
viscosity v > 0, inversely proportional to Re, the
thermal diffusivity v > 0, the velocity deformation
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tensor Du = (Vu + Vu®)/2, the mass diffusivity
D, > 0, the Darcy number Da, and the gravitational
acceleration vector g. The solutal and the thermal
expansion coefficients are ¢, and S, respectively.
The dimensionless parameters are the Prandtl number
Pr, the Darcy number Da, the buoyancy ratio N,
the Lewis number Le, the Schmidt number Se¢, and
the thermal and solutal Grashof numbers Grr and
Grc, respectively. Here H is the cavity height, k£ the
permeability, and AT and AC are the temperature and
the concentration differences, respectively.

Double diffusive convection represents a form of
convection driven by two different potentials with
different diffusion rates. It is very important in many
applications such as oceanography, meteorology and
geology. The physical model is formed by forcing of
momentum with both heat and mass transfer. Darcy
terms defines the porosity of domain.

The basic challenges of the Darcy-Brinkman scheme
come from the Navier Stokes equations (NSE). This
is due to the complex behaviour of the flow at high
Re and the absence of the analytical solution of NSE.
Combining momentum equation with mass and heat
transfer equations makes the problem more difficult.
Thus, solving Darcy Brinkman equations accurately
and efficiently remains a challenge for the compu-
tational fluid dynamics community. Furthermore, the
use of full order methods lead to large degrees of
freedom. This causes complex algebraic systems and
high computational time. To address this issue, model
order reduction techniques are used.

In this study, we use Galerkin based proper orthog-
onal decomposition (POD) method. The idea is find
most energetic structure in the sytem which represent
the snapshots. This idea can be found in Karhunen
Léeve expansion [1] , principal component analysis
[2] and singular value decomposition [3]. Optimal
POD basis functions are obtained by using finite
element solution. Since, POD uses only most energetic
structure in the system, it decreases the computational
cost, process time and complexity of system. Thanks
to the significant advantages, POD has been found ef-
ficient method for different multhpysics problems [4],
[5], [6]. Hence the application model order reduction
with POD methodology to Darcy-Brinkman scheme is
significant.
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In this system, heat transfer is expressed with
Rayleigh number (Ra) which is defined as ratio of
buoyancy term to viscous term. The magnitude of the
Ra indicates whether the flow is laminar or turbu-
lent. For high Ra, the instability occurs due to the
emergence of convection cells. Thus, the behaviour of
the flow becomes turbulent. For such case, the VMS
method can be used to eliminate the oscillation and
stabilize the convective terms. Recent works [7], [8],
[9], [10] show VMS-POD increase numerical accuracy.

The basic points of VMS are separation of scales
as resolved small scale and resolved large scale, and
eliminate the oscillations in small scales by using
projection. Separation of scales is a challenge in the
method. Selection of POD basis functions in descend-
ing order are a remedy to this difficulty, i.e. small and
large scales are decomposed naturally in POD method.

Many complex flows are solved by legacy codes,
so it may be difficult to implement a new method
in these flows. For such cases, the post-processing
methods are easily added to legacy codes. Hence,
the main objective of our study is application the
post-processing VMS-POD idea by adding a separate,
uncoupled and modular stabilization step for POD
solution of Darcy-Brinkman system in each time step.

This work is arranged as follows. Section 2 presents
the continuous variational formulation of the dou-
ble diffusive Darcy-Brinkman system (1) and its dis-
cretization, and here the VMS-POD variational formu-
lation is defined. Section 3 is devoted to the numerical
analysis of the VMS-POD formulation. Finally, Sec-
tion 4 concludes the work with a summary.

II. FULL ORDER MODEL FOR THE DOUBLE
DIFFUSIVE DARCY-BRINKMAN SYSTEM

Throughout the work standard notations for Sobolev
spaces and their norms will be used. The norm in
(H*(Q))? is denoted by |-|x and the norms in
Lebesgue spaces (LP(2))%, 1 < p < oo, p # 2 by
I||». The space L?() is equipped with the norm
and inner product ||-|| and (-, -), respectively, and for
these we drop the subscripts. The continuous velocity,
pressure, temperature and concentration spaces are
denoted by

X = (Hp()%,Q = L§(®),
W = {SecH(Q):S=00nTp},
U = {®cH(Q):®=00nTp},

and the divergence free space given as

Vi={veX:(V-v,q) =0, Vg€ Q}.
We denote the dual space of X by H~! with norm

(£, V)
Vvl

I£]]_; = sup
veX

The following notations are utilized for discrete norms

n
[
M 1/m
lwllbp = (Atzw”n;”) .
n=0

The variational formulation of (1) reads as follows:
Findu: (0,7] = X, p: (0,7] = Q, T : [0,7] = W
and C : [0,7] — ¥ satisfying

(uta V) + 21/(]1))117 ]D)V) + bl (ua u, V)
+(Da™'u,v) — (p,V - v)

= ﬁT(gT7 V) + ﬂC(gcv V)7 (2)

(T3, S) + b2(u, T,5) +~+(VT,VS) =0, (3

(Cta ¢) + b3(u7 C7 (b) + Dc(vca V¢) = Oa (4)

for all (v,q,S,®) € (X,Q, W, V), where

b, v, w) 1= 5 (0 D)o w) = ((u- V)w,v)),
b0, T, 8) = 5 (- V)T 8) = (u-9)S,7)
b, C,®) = 3 ((u- V)C,@) = ((u- V)8, ),

represent the skew-symmetric forms of the convective
terms.

We consider a conforming finite element method for
(2)-(4), with spaces X, C X, Qp C Q, W, C W
and ¥, C W. We also assume that the pair (X, Q)
satisfies the discrete inf-sup condition. It will also be
assumed for simplicity that the finite element spaces
Xhp, Wh, Uy, are composed of piecewise polynomials
of degree at most m and @y, is composed of piecewise
polynomials of degree at most m — 1. In addition,
we assume that the spaces satisfy the interpolation
approximation properties. The discretely divergence
free space for (X, Q) pairs is given by

Vi ={vheXy: (V-vin,q) =0,Yg, € Qn}. (5)

The inf-sup condition implies that the space Vj, is
a closed subspace of X; and the formulation above
involving X and @, is equivalent to the following
V), formulation: Find (up,,Th,Cr) € (Vi, Wy, ¥y)
satisfying

(uh,tvvh) + QV(Duh7Dvh)
+b1(up, up, vi) + (Da~tup, vi,)

= Br(gTh, vr) + Bc(gCh, Vi), (6)
(Tht, Sn) + b2(up, T, Sh)
+y(VTy,VSy) =0, @)

(Chts @p) + ba(uy, Ch, ©p)
+D.(VCy, V®,) =0, (8

for all (v, S, @) € (Vi, Wi, ).
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The goal of the POD is to find low dimensional
bases for velocity, temperature, concentration by solv-
ing the minimization problems. The solution of the
problem is obtained by using the method of snapshots.
We note that all eigenvalues are sorted in descending
order. Thus, the basis functions {1, }:*,, {¢;};2, and
{m;};2, correspond to the first r1,ry and r3 largest
eigenvalues {\; }1, {21, {&};2, of the velocity,
the temperature, the concentration, respectively. For
simplicity, we will denote POD spaces using just 7
instead of r1, r2 and 3. However, in the analysis, we
are careful to distinguish that these parameters can be
chosen independently.

Following spaces are needed for VMS-POD formu-
lation.

Xr = span{l/)h 1!}27 e 71111‘1}7 (9)

WT = Span{¢17 ¢27 ) ¢T’2}7 (10)

\IJT = Span{nla’rha"'7n’r'3}7 (11)

Xr = Span{¢17¢27"'7¢121}7 (12)

WR = span{¢1» ¢2; vey ¢R2}a (13)

\IJR - Span{nla n2,... 777R3}7 (14)

and

Lruw=VXg, Lrpr=VWg, Lpc=V¥g. (15

Note that by construction Xp C X, C V;, C X,
Wr CW,Cc W, CWand Vg C V¥, C ¥, C V.
The error term is decomposed by using the L? projec-
tion P, , which is defined by

(’U) - P’w,?‘wa U’!‘) = 07 (16)

for all test functions v, which is in POD spaces.
The following lemma will be used to bound the POD
projection error. The proof can be found in [8].

Lemma II.1. For true solution w™ at time t™, we have

M
1
= Yl = Pugw2< € (B2 ][
n=1

=S A, (7)

i=r+1
1 M
= LIV = Py )P O (02
n=1

H S, 222 F2)|[ |l

d
where Ew,r = Z H’(/):U”%)\;U
1=r+1

Now, we state the POD-Galerkin (POD-G) formu-
lation of the Darcy-Brinkman double diffusive system.

3777L+1+63> ’ (18)

Find (u,,T,,C;) € (X, W,.,¥,.) satisfying

(uy¢,vy) + 2v(Du,, Dv,)
+ bl (ur; ur, Vr) + (Da_1u7‘7 VT)

= BT(ngvr) +ﬁC(gCr>Vr)7 (19)
(Tr,t7 Sr) + b2(uru Tra Sr)

+ fY(VTTa vsr) =0, (20)
(Cr,ta (I)r) + b3(ura C’I’7 (pr)

+ D.(VC,,V®,) =0, 1)

for all (v, S,,®,) € (X,,W,,¥,).

We equip this system (19)-(21) with the BDF2 tem-
poral discretization. We consider adding the decoupled
VMS stabilization from [10], [11], where in effect ad-
ditional viscosity gets added to the smaller Ry, R2, R3
velocity, temperate and concentration modes in a post-
processing step.

In order to prove an error estimate for the error
between the true solution and the VMS-POD solution
of the system, we use the L? projection operators
]Du’r : L2 — LR,U? PTJA : L2 — LR,T, Pcﬂn : L2 —
Lpg,c. They are defined by

('ll - Pu,Ru7 VR) = 07
(I' = PrrT,Sr) = 0, (22)
(C - PC,RC7 CR) = 07

for all (vg,Sr,Cr) € (Lru,LrT,LRC) For sim-
plicity we use P, g instead of I — P, g.
Specifically, we post-process (u?*i T+l Cn+l)

by solving the following algorithm. Let g €
L?(0,7; H~1(Q)) and initial conditions

(o, Ty, Co), (wy, Ty, C) € ((L*(2))%, L (), L*(2))
be given in (X,., W,., ¥,.).

Algorithm II.1. The post-processing VMS-POD ap-
proximation for double diffusive system (1) given as:
Step 1: Find (wift witl wgtl) € (X, W,, 0,)
satisfying

3wit!h —4u +up !

( SAL , Vi) + QV(]D)Wﬁjil7 Dv,.)
+or(wit!, with ve) + (Da” witt v)
= Brgwit',v.) + Be(gwgt!,ve),  (23)
witl —aTn + 71 . .
: YN 757‘) +b2(wuj’:1’wT’t17S’r‘)
+y(Vwit!, vS,) =0, (24)

3wt —40r + Crt
( - At a(pT) +b3(wﬁ:‘;1awg¢‘17¢r)

+D(Vwi!t!, ve,) =0, (25)

(Advance online publication: 27 May 2019)



TAENG International Journal of Applied Mathematics, 49:2, [JAM 49 2 01

Sforall (v, Sy, ®,) € (X, W,,¥,).
Step 2: Find (w1, Tr+1,CrH0) € (X, W, 0,),
for all (v, S, ®,) € (X, Wy, U,.):

n+1 n+1
wu,r —u, v
At sy Vr

n+1 n+1
+ _
= (alpu Rv% Pu,RVvT), (26)
wiy — T
At b) T
Tn+1+ n+l
= (asz RV()7PT,RVST>7 27)
wer — Ot
At b) T
- Cntl fwitl
= <a3PC,RV(2)7 PC,RV¢T)7 (28)

where Pp is the L? projection into X g, which is the
subset of X, that is the span of the first R (< r)
velocity modes.

III. NUMERICAL ANALYSIS OF DOUBLE DIFFUSIVE
DARCY-BRINKMAN SYSTEM
This section is devoted to a derivation of the priori
error estimation of (23)-(28). We first give the stability
of solutions of (23)-(28).

Lemma IIL.1. (Stability) The Algorithm II.1 is stable
for a1 < 2v, as < 8y, ag < 8D, in the following
sense: for any At > 0,
P20 — w2
+2vAt|Dwi P [*+2Da —1AtZ||w"+1||2
n=1
(uM+1+wM+1) 2
2
OélAt

+20£1At‘ u, Rv

IN

[ [P+ 2ur — uol*+ [Vuy|?
+C|gll% (B2~ (111 +H2T1 —T|?
a At _
“—IVTu|*) + 8& D (Gl
O[gAt

+||2Cl - Col*+

IVCiII*)), (29)

I ||2+47A25||Vw§‘frl P+ l2
M+1 +

2
042 At

- TP

+20£2AfHPT RV(

< | Tu|P+)|2Ty — To|*+ [VTL]?, (30)

[CY TP +4D AL Vw12 +H20M+1 -
CM+1+ M+1
o O 12
5 )i
OégAt

cM?
+203At]| Pe. gV (
< |[ICh[+]12Cy -

Coll*+ [VCi]?, (31)

where C* = min{v~!, Da}.
Proof: Letting S, = w;ﬂ'H
symmetry property yields

in (24) and using skew

n+1 n n—1
(SwT_’T — 4T 4T w"“)
2At P

+ho(wi b wit with)
(V! Vultl) =0 (32)
Using the skew symmetry property,
ba(witt, wit! wit!) = 0 and the identity:
1
a(3a—4p+0) = 5((042 — 5%
+(20 = §)* — (26 - 0)°
+(a—28+0)?), (33)
we get
n+1 2 n n+12
T
; Atn i Y A el
2 n+1 —T72— oT™ —_qn=1)12
b (203! — TR IP— |27y — T2 )
n+1 mn n—12
—2T7" + T, =0 34
g et = (34)
Tn+1 +w%+1
Setting S, = —————" in (27) gives

” n+1 ||2 ||Tn+1 H2

n+1

—+1
i SV

2

Substituting (35) in (34), multiplying with 4At and
adding and subtracting ||2772+! — T*||? in (34) gives

2a5At|| Pr. gV (— (35)

T4 2= T2 P+ At Vg2
(20 - TR =T - )
2T — TP 27 - TR YR)

gyt =277+ T

n+1 +w n+1

Tr

+200 At|| Pp g V(= )= 0.(36)

Using the properties of L? inner product and (35), we
rearrange the fourth and fifth terms in the right hand
side of (36). See [10] for details of the operations.

2wy — T 27— 7
n+1 n+1 m
~ + T - T
zgazAtHPT,RV( Lr 5 )||2
O U (e B K )
+8a2At(PT,RV(7), Pr.rV T B )
(37

Inserting (37) in (36) and applying the Cauchy-

(Advance online publication: 27 May 2019)
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Schwarz and Young’s inequalities gives

TP =T P Ay At Vwr 1

2T = TP 2T = TP
n+1_|_ ;ﬂ-‘rl
+205 At|| Pr gV ( "7

2
+ng~t1 _ 2Tn =+ Tn—lHQ

< 2a,At|| Pr, RV( 2. (38)

2

Dropping the positive seventh term and rearranging the
right hand side term of (38) yields

TP =T P+ Ay At Vwr

TR TPy - T
n+1
20,8 Py (e
< 200t Pr V(2 2
+a2At||ﬁT,va’_TZL“,rH2' (39)

2
Using ||Pr.g||< 1 and ay < 87, we get

TP =T P Ay At Vwr 1

el b o
n+1 4 ,;Lj*l
+2a2At||PT rRV(— > "2
n+w .
< 2042AtHPT RV(%)HQ
ALV, | (40)
Finally summing over the time step n = 1,..., M
yields
TP+ dy At Vg P2 = T2
MLy g M+1
+205 At Pr, gV (= 5 )12
< TP +)12Th — Tol +47A1ﬁIIVw%,TII2
T +w
+2aAt| Pr, Rv(%)lﬁ S

Using || Pr,g||< 1 and assuming wy,,. = 0 and we get
the stated result (30).

In a similar manner, setting ®,. = wgfl in (25) and
using the assumption az < 8D, yields (31). Finally,
choosing v, = W”+1 in (23), using the polarization

identity, and multiplying both sides by 4At yields

W P =l 1+ 2wy i —

—[l2u — P8y At Dwy 2

n||2

+||Wn+1_2u -l—lln 1”2

+4Da" ' At|lwpth?

= 4AtBr(gupt will)

n+1

+4AtBo (gweh, ,wﬁj}). (42)

(un+? +wny+1)

Note that if we let v, = 5— = in (26), we have

Wi [ = [y 2=

n+1

1
RS

2&1At||Pu RV( 9

(43)

Insert (43) in (42), and apply Cauchy-Schwarz,
Young’s inequality and Poincaré’s inequality, which
provides

a2 =[]+ 2witt —
—ll2u} —u;~ 1|| 4—41/At||]D)w”+1H2
+lwat! —2ur +up
+2Da~ 1At||w"+1||2

nH2

wrtl it )2
+2a1At‘ B p¥ ()
< C'lgll5 (87 A w2
+BEALwE )
(44)
where C* = min{r~!, Da"'}. Using the similar

argument with (40) for velocity and utilizing the
assumption a; < 2v, we obtain

a2 = P4 2up ! —
—2u} —u;~ 1||2—|-41/At|\ID)W”+1||2
+2Da™ 1AtHW"'HH2

n||2

n+1 + Wn+1 2

uRv(72 )
C*||gl% (BFAL| Vw2
—l—ﬁcAtHVw"HH ) + 4vAt||Dwy 12
u! +wii, |

— )

—|—20¢1At‘

IN

(45)

+2a1At‘ u RV(

Summing over the time steps and inserting (30) and

(Advance online publication: 27 May 2019)
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(31) yields Proof: We begin the proof by deriving error
equations, subtracting from (2), (3), (4) to (23), (24),

M M M
a2+ 20 — w2 (25) at time t" T, respectively, then we have

M

+2v AL Dwo! P +2Da A Y w1 ( o1 3wl 4w 4un! )
n=1 u, - ) Vr
_ aM+1 4 M4 2 24t
+2041AtHPu,RV( S ) + 2v(D(u™t! — wit!), Dv,)
< Jlf[P+2u) - ulP+2vAtDw), | bu (T w ve) = by (W wi ve)
= _ultwl, +(Da™Hu—wyth), v,) = (p" TV - vy)
F2a At PV (=) = BT — Wi, v,)
+C"||gll% (877~ (I TalP+[|12T7 — Tolf? +Bo(g(C" —welh), Vi),
ag At _
+=2= VL) + 82D (1P “)
n+1 n n—1
_ 2 azAt 2 Tr+l 3wT,r - 4Tr + Tr I
HI2C = ColP+ =y ) (46) ( ; — S,
Using the assumption of w},,, = 0 and ||]5u,RH§ 1, + by (u T TS ) — b2(W3,t1aw§l“,+r17Sr)
we get stated result (29). ] +A(V(TH — w;::1>7 VvS,) =0, (50)
The optimal asymptotic error estimation requires the
following regularity assumptions for the true solution: - 3wg+r1 — 407 + Ol
u € L(0,k; H™H (), t At o
ur € L2(0, T, HY (1)), +by(u" O ) — by (wi T wpt @)
T, C € L>(0,k; H™ (1)), + De(V(C™ —with), Ve,) = 0. (51)
Tit, Cy € L*(0,T; HY(Q)),
oo J— e notations that are used in the proof are defined as
p e L0, k: H™()). @47 T fons th d in the proof are defined
We define the discrete norms for v* € HP(2), n = M u" — Unv ¢ﬁ,r = wy, — U
0,1,2,..., M as the following: 0., = u' -U" Ej = u"—w;,
e, = w-w
|||V|||OO7P = ogrl%XM”V ||P’ ,'7% = TN _ Tn7 ¢5L‘,r = w%’r _ Tn’
M on. .— T o_m En = T _
nimyl/m Tr r ) T,r T,r
1Vl 1= (A"l ™. e = TM-Tr,
n=0 ~ ~
ng = C"=C" ¢g, = wp,—C",
Theorem IIL.1. (Error Estimation) Suppose regularity on - ¢cn_(Cn. Em — On_
assumptions (47) hold. Then for the sufficiently small CS T Crn . C"’ o O
. Cor o
At, the error satisfies ’
[uM — M (24| T™ — TM|24||cM — M2 where (U™, 7" C") are L? projections of
(u™, 7",C™) in (X, W,., ¥,) at time t".
< K(l + A 4 (A)? + (1 + [|Su,rll2 Letting S, = %tl in (50), and reorganizing it, we
et
157 o Serllo ISl ¢
n+1 n n—1
+HST,R||2+||SC,R||2) h2m+2 3ET,T 4€T,'r + eT,r ntl
. ; 2At TTIr
3 lBnn+ S (il +Dm T (VERE Vo) + by(u T gt )
e et —ba(wirtt Wil )
TnJrl _ 4Tn Tnfl
+ 3 UnlB+ns+ S0 lwlia + <Tt”+1 3 T T+) o,
i=r3+1 i=R,+1 2At )
d d (52)
©X el Y Inle). @
i=Ro+1 i=R3+1 Utilizing E;J;l = 77?“ - %tl, e%r =np — g%m’
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(16) and (33), we get

n+12 2
ww 1 10 |

4At<||2¢"+1 — 03, 1P 1207, — 631 )

o lon — 288, + o

= 'V(VUT+1 v¢n+1)

 OTh)

(e g+l g 4 -l
¢ 2AL

AP Vertt?

+1
T )

n+1
» T r .

(53)

n+1 n+1
(Wur 7wTr ’

_b2(un+1’ Tn+1

Adding and subtracting T in (27) on both sides to get

n+l 9n+1
Tr Tr S
(ws)
N n+1 +en+1 + 2T N
= (agPT’RV( 9 ) PT7RVST).

(54)

ntl  pnt1
Setting S, = w in (54) produces
o7 11°= 11075112

a At
2 ||PTRV( n+1+9n+1)”2

+ At(OQPT RVT™ 1 PppV(eit! + 07+h). (55)

In a similar setting, for concentration we have
lloes 17= o1
At
n 063 ||PC' Rv( n+1 + 97L+1)H2
+At(a3PC RVC™ Y Po rV (o5t + +0th).
(56)
Rewriting the nonlinear terms, we have
bg( Zt17w%ﬁ;l7 ;L:i;l) b2(un+1 Tn+1’ ’?“tl)
= —ba(my ™ T O + b2 T )
— bo(with ot h). (57)

After substituting (57) in (53) and multiplying 4At,
we bound the right hand side of (53) as follows

I (Vngtt, Verth) CH|| V|2
—||V¢"+1||2

<

b2, T o7t *IIVT/"“H v+

7” n+1||2

o, T o7t < 2||¢>"+1|| [T
IIV¢"“II2
+u||ID>¢"+1||2

n+1

ba(with g ol <

0T IIVW”“II IV 12

|\V</>"“||2

+071h)
9"+1)||2. (58)

(oo Pr, RVT”H Pr pV(pnt!
< ay|| Pr VTt |2+ 22 ||PTRV( "H

For the last term in the right hand side of (53), using
Taylor series expansion with the remainder in integral
form with Cauchy Schwarz and the triangle inequality,
we obtain

T e M M
(@ = i)
< Cv_lﬁtHTttH%Z(O,T;Hl(ﬂn
Hv¢n+1”2 59

Inserting all bounds in (53), using 7"+ = 77+l —

n;ﬂ“ and summing over the time steps produces

105 -+ 20 = O
ap At
+ 24 ZHPTRV( n+1_~_9n+1)H2
n=1

+27At ZIIW"“ 2

n=1

< |17, +1207.,. — 07.,.|I”

M
FEA (7 3|V

n=1

+ ol Pr V(T — )2
M
+y D Ve PV 2
n=1
Ty Cllgut R v
n=1

v 1ZIIVW"“H V™12

+vZ||ID>¢"“||2
n=1

_|_~y_1AtHTttH%?(O,T;Hl(m))' ©0
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By using (30), (47) and Lemma II.1 in (60) results in

62, P2y AL Y Vet P< 67,11

n=1
+K(h2m + (”Su,r”Q + ||ST,T||2

+IST,Rll,)R* "2 + €% + €T, + e R

+v Iy IV, AtZHW“H?

M
VALY D [P (AY?), (61)
n=1

where
d d
1 2 1
ere=( Y leillin)?, enr=( > léillim)?,
= ’I"Q—‘rl i=Ro+1
1
Z [l Thi)2.
i=ri+1

Similarly, the error estimation for the concentration is
given by

0P 20,80 SV S 2
n=1

+K(h2m + (|Surlly + I1Sc.r

+1Se,rll )R + el + s?;r +etn

+v DIV AlﬁZ:H(b"“IIQ
M
ALY D P +HA?), (62)
where
1 d 1
Z Inll36:)2, =( Y Iml3&)>.
i=rs+1 i=R3+1

In a similar manner, setting v, = (]537";1 in the (49),

we have

40"

2At
+2v| Dot [P+ Da @ 1P

_(3na = dmn 4yt ot

2At ’

—|—2V(]D)?7n+1 D¢n+1)
+b(un+1 n+1’¢n+1)
_b(wn+1 Wn+1 n+1)

u,r ? u,r ? u,r

<3¢>”+1 L0t ¢n+1>

+(Da 1 n+17¢n+1) ( n+1 v ¢7L+1)

3un+1 — 4u™ +un- 1
n+1l n+1
+(“t N »Pur )
+Br(g(T™ —with), ¢uth)
+Bc(g(C™ T —with), ¢ith). (63)

Note that from (16), we get

(Mt ¢t = (i, gty = (i et =

Using (33) and inserting all bounds for the right hand
side terms of (63) and multiplying both sides by 4At
gives

n+1 n

gt 1>=116%
~[|265, — mln +H¢”+1 - 26,
+Av At D@2 +2Da—1At\|¢g;1H2
K (A Vi |2+ Da” At it
+v 1AtHV77"“|| [Vur >
3||¢”“H (At

1Athn+1 q}LH2
v AL VWPVt
3un+1 — 4u™ + un—l
1 n+l 2
At
A I ~ ||
”AtﬁTIIgIIQ (N P+l 1)

v AR [l (e P+l o 1 ))- (64)

+ 05 |12

IA

To get a bound for ||<;5Ul 1|2, write (26) by adding and
subtracting the true solution projection U™ on both
sides, then one obtains

Pur —Our
(Pur_Fur ) -
. n+1 0n+1 + ountty
(Oéllju,Rv (¢u,r u,2r ) Pu,RV'lp)'
(65)
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( ﬁtl + aﬁtl) n+1 n+1 n+1
Choosing ¥ = f in (65), we get +C¥3At(PC rVC PC rV(&¢, +0c, )))
n+1 2_ n+1 2 KAtM 1
+ gAthPu,RV(qbﬁ,tl +65 1
+ At(alﬁmRVU"H Nu RV (" n+1 + 9n+1)). Summing from n = 0to M—1, us.ing (29), Leplma II.1
(66) in (68), and applying the regularity assumptions (47)

leads to
Noting Y™t = u™*! — n*! and inserting (66) into
(64) results into Moo Mz—:l - I
oM |24 [ Aton || P nV (@0 + 0150
655 121165 117+ AtalHPu rRV(#L + 05N o n=0 h

n+1 -1 n+1 2
v ALDEL I 2D AL +4vAH DG +2Da-1|¢”+12}
(vAtHVn”“H <2 HVn P vun

IN

7Hvun+1”4 |:”0n+1H2 < 0?1,7” + K(h?m + (At)2 + h2m+2(||S’U«,T’||2

+5 AtalIIPu RV (o5l +051h)?

d d
H1Surl) +ear +ewnt 3 mit 3 @)

+At(a1 Py gV (0" = nl ), PV (6E + 04E)] i=ratl i=rstl
~ M—
+At(a1Pa,rV(n ﬁ“*u”“) PurV($ul +0050) —102 10012 12
LA 1 o o v BT glR At Y ll6zt
S ot v+ 2 —
3un+1 — 4u” + unfl M-—1
n+1l _ 2 —1 2 2 +12
g AL I +Ev B llgl At Y 6gt
—1At5T||g||2 (g 1P+ Ig55 1) =
N 2 (L) 2y gt 67 KAt 4 ntl2
B2 gl % (I 1P+ 165 12) ) - S ollOnE 2. (69)

Applying Cauchy-Schwarz and Young s inequalities
for fifth and sixth term of the right hand side of Adding (61) and (62) to (69), one gets

(67), inserting (55) and (56) in (67) and using At <
3 M—1

———— we obtain n
SOVl 102, 12+ 163, |2+ 162, 12 +248 > (vIDgit! |2
n=0
162311+ e At By, GGl @ P IV P DV 1)
n+1 —1 n+1 2 ~ ~
2 n+12
< ||ou,|| TR AV K (B2 4+ (A% + B2 214 Sl + 1S,
HV S (v ea +Scrlly + 1Surlly + 157,RIly + |So,rly)
d d
+Ata1||Pu RV (0" — | 2
’ " i i T Eur
At n+1(2 n+1)2 +,ZM+,Z€ Cu,
e L Al St ek
At 5 +52Tr+5%1r+5313+52TR+520,R) (70)
+7Hp — qnl|
H ntl 3un+1 — 4u” + unfl ”2 _1ﬂT||gH2 At Z ||9n+1||2
2At
—1 2 n+1 n+1 2
AL ( o _ .
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—17y-2 4 n+1)2
Vflﬁ%||g”2 (”nn—HH +||6n+1||2 “+v Dc H|VC|||00,O)At Z||0u7r || . (71)
OégAt
||P c,rV (d¢ n+1 + 9n+1)H2 Applying Gronwall inequality for sufficiently small
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time step,

At < min{(Kv='(v"24+~72+ D, )71,

(Kv='57) "L (Kv 1 68) 7' (72)
we have
M—1
1027 1P+ 1627 1P+ 1162, |>+2A¢t > (Vllﬂ)dbﬁ,tlll2
n=0

+Da” L P Vo 4 Do 0 )
< [[u? - &)P+|T0 - TOP+|CL - ¢
K (B2 4 (A0 + B2 (14 |8, + 1570,

+H[Serlly + 1Su,rlly + 15,8, + 1Sc.r]l,)

d d
2 2 2
+ E i + E 51 + Z':u,r + ET,T + €C,r
i=ro+1 i=r3+1

2 2 2
+8u,R + gT,R + €C7R),

where
d

car = (Y lllira)'2

i=Ri+1

Applying triangle inequality yields the stated result. ®

IV. NUMERICAL STUDIES

In this section, we present results of numerical tests
using the VMS-POD studied above. We consider a
test problem from [13], [14]. The space domain is
rectangular box [0, 1] x [0, 2], the time domain is from
0 to 1. The boundary conditions are given as

u=00n0Q,T=C=0, forx =0,
T=C=1forx=1.
VI -n=VC-n=0fory=0,y=2,

and initial conditions are taken as ug = Ty = Cy = 0.
We fix Pr=1,Le =2,N = 0.8,v = 1. No porosity
case is considered, i.e., Da = oo. The VMS cut off
numbers are chosen Ry = Ry = R3 = R. The fine
mesh solution was calculated by using BDF2 finite
element scheme with Taylor-Hood velocity-pressure
elements, and continuous quadratic elements as in
[12].

A. Test 1: Convergence rates wrt R

In VMS-POD scheme, the basis truncations domi-
nate the error sources. When the temporal and spatial
error neglected, POD cut off » and VMS cut off
R become dominant. Since our special interest is to
measure the effect of VMS method, we test the method

TABLE I: Convergence of the VMS-POD for varying R.

r | R €u,R [uM —uM] rate
12 | 2 | 87.9396 2.79821 -

12 | 4 | 21.8237 0.44505 132
12 | 6 8.8818 0.22490 0.76
r | R ET.R T —TM|  rate
12 | 2 3.1932 0.11978 -

12| 4 | 15694 0.01749 271
12 | 6 0.4319 0.00772 0.63
r | R EC,R ICM —CM|| " rate
12 | 2 4.6149 0.13724 -

12 | 4 1.5529 0.03620 1.22
12 | 6 0.6768 0.00682 2.01

with scaling R. We fix Ra = 104, At = 0.000015625,
T = 0.01. Errors and convergence rates with respect
to R are given in Table I. We observe that the rates
approximate 1 or higher expected by analysis.

B. Test 2: Efficiency of VMS-POD

In this test, we compare the process time of full or-
der system and process time of reduced order system.

TABLE II: Process times (in seconds) for DNS, POD, and efficiency for
different Ra

Ra DNS VMS-POD Efficiency
10% | 1186.973710 52.844179 22.46
105 | 1285.602149 53.234042 24.15
108 | 966.318515 199.2651460 4.85

For Ra = 10* and Ra = 10°, the VMS-POD
method is remarkably faster than DNS solution. The
efficiency of POD is slightly reduced for Ra = 10°.
However, POD reduces the processing time for each
case.

C. Test 3: Accuracy of the method

In this test, we check the accuracy of the method
for Ra = 10°. We choose At = 0.00025, R = 15,
ap =2, g = a3z = i. The velocity, temperature and
concentration solutions for the simulations using DNS,
POD and VMS-POD using 40 modes at ¢ = 0.8 are

shown in the Figure 1, Figure 2, Figure 3.
VMS-POD

DNS POD -
250 250
S 200 210
150 150 150
160 100 100
50 50 50
0 0 4

Fig. 1: Speed solution plots for the simulations using
DNS, POD and VMS-POD.

We observe that POD causes numerical instability
for high Ra. However, combining with the VMS
method provides better results.
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VMS-POD

Fig. 2: Temperature solution plots for the simulations
using DNS, POD and VMS-POD.
VMS-POD

DNS H POD i ﬂ

Fig. 3: Concentration solution plots for the simulations
using DNS, POD and VMS-POD.

V. CONCLUSIONS

We proposed a modular regularization with the
VMS-POD method for double diffusive system. In this
approach, the stabilization is added for each fluid vari-
ables. We proved the stability and convergence results
for the VMS-POD scheme, and gave results of several
numerical tests. For higher Ra, our tests showed, POD
did not perform well without stabilization, but adding
VMS-type stabilization, gave good qualitative results.
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