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Abstract—The model of interaction between PIP3, AKT, and
FOXO3a in the PI3K/AKT signaling pathways in Acute Myeloid
Leukemia (AML) is described and analyzed in this paper. We
assume that the biochemical reaction in this pathway follows
Hill’s equation and consider the case that the mechanism of
protein dephosphorylation does not work properly. Then, we
analyze the model using the stability theory of differential
equations to determine the parameters that play an important
role in AML disease. Firstly, we discuss the existence of steady
states and their stability. Furthermore, numerical simulations
are given to support the analytical results of the model. Sensi-
tivity index is also analyzed to identify parameters which have a
significant influence on AML disease and should be targeted by
intervention strategies. Our results show how targeted therapy
can be performed on the PI3K/AKT pathway for the treatment
of AML.

Index Terms—PI3K/AKT pathway, Mathematical model, Sta-
bility, Sensitivity analysis.

I. INTRODUCTION

ACUTE Myeloid Leukemia (AML) is the most com-
mon hematological malignancies in hematopoietic sys-

tem characterized by deregulated proliferation of imma-
ture myeloid cells [1]. Commonly, there is deregulation of
PI3K/AKT pathways in AML patients, which is about 50
to 80 % of AML patients undergoing phosphorylation of
AKT on Thr 308 and Ser 473 [2], [3], [4]. The AKT
phosphorylation is associated with significantly elevated lev-
els of phosphorylated FOXO3a in AML blast cells which
later suppresing its normal function in induction apoptosis
and cell cycle regulations [5], [6], [7]. Normally, FOXO3a
transcriptionally activates several genes as the target. The
FOXO3a binds to an administrator of apoptosis-inducing
genes, such as Bim, FasL, and TRAIL, and a promoter of
cell cycle inhibitors, such as p27 and p21. The FOXO3a also
activates autophagy genes Gabarapl1, ATG12, etc. [8], [9].
The studies in [7], [10], [9] have shown that phosphorylation
of FOXO3a is associated with increased proliferation, low
overall survival, and an adverse prognosis factor in AML
patient.
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Mathematical models of hematopoiesis provide a frame-
work for study leukemia genesis and treatment strategies.
Several mathematical models have been constructed to ex-
plain various aspects of leukemia diseases. These models
have been applied to evaluate the existing therapies and to
design combination therapies or to suggest novel therapies. A
brief review of some mathematical models for leukemia has
been conducted by Clapp & Levy [11]. Recently, Besse et al.
[12] have studied a model of interaction between cancer cells
and immune systems in a Chronic Myeloid Leukemia. For
mathematical modeling in biopathways, several models in
recent decades have been published by many authors such as
in [13], [14], [15], [16]. However, in our knowledge of those
model, there is no modeling that studies dynamics of AML
cells at functional levels. In recent decades, the PI3K/AKT
pathway has received considerable attentions as a potential
therapeutic target in malignancy diseases including AML.

Previously, Adi et al. [17] proposed a mathematical model
describing an interaction of protein in PI3K/AKT pathways.
The model was motivated by some recent studies that some
promising new agents are currently in advanced development
to treat the AML. The treatment was divided into three cat-
egories based on the mechanisms of their actions: cytotoxic
agents, small-molecule inhibitors, and targeted therapies
[3], [18], [19]. Recent preclinical or clinical developments
have shown that many patients with AML have considered
being treated with a small molecule inhibitor that targets
molecules in PI3K/AKT pathways [1], [18]. The modeling
results suggested that PIP3, phosphorylated AKT protein,
and phosphorylated FOXO3a are potentially targeted to AML
therapy. However, the most influential parameters that used
as a measure on the sustainability of AML disease could not
be determined analytically.

In a disease management point of view, it is necessary to
identify the range of parameter values so that the disease
either can be healed or persists. Mathematically, the iden-
tification process can be done through a stability analysis
of the equilibrium point of the model. Motivated by that
notion, in this paper, we propose a new model that describes
interactions between proteins in PI3K/AKT pathways. A
mathematical analysis of the model is carried out by first
simplifying the model developed. The simplification is done
by adding assumptions on the model so that it is sufficiently
accessible to conduct the mathematical analysis. The results
of these analyses can be used as an alternative reference in
AML treatment strategy.

The organization of this paper is as follows. In the next
section, we will present our mathematical model. In Section
3, we discuss properties of the solutions and equilibria of
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the model. In section 4, we analyze existences and local
stabilities of the equilibria. In section 5, some numerical
simulations are given to support the theoretical results. Next,
in section 6, we do a sensitivity analysis to describe how
local changes in parameter values affect system behaviors.
Finally, conclusion and discussion are provided in Section 7.

II. MODEL FORMULATION

In [17], Adi et al constructed a mathematical model
that describes the dynamics of interaction between some
molecules in PI3K/AKT pathways. The model was given as
a system of ODEs in five equations, describing the dynamics
of phosphatidylinositol trisphosphate (PIP3), AKT protein
kinases, phosphorylated AKT protein kinase, forkhead tran-
scription factor-3a (FOXO3a), and phosphorylated FOXO3a
(FOXO3ap). In this paper, we improved the model [17]
by adding an assumption that FOXO3a as a transcriptional
regulator always exists in a certain amount within the nucleus
[8]. Under this assumption, we found that the phosphory-
lation of FOXO3a has a disruption that also follow Hill’s
Equation. The disruption is represented by k4x3x

2
4Λ

K3
4+x3

4
, where

the parameter Λ is residual of FOXO3a in the nucleus. We
note that Hill’s function is commonly used for sigmoidal
binding behavior as a characteristic of cooperative binding
mechanisms [20]. This is convenient to estimate the number
of ligand molecules that are required to bind the receptor in
order to produce a functional effect [21].

We also consider that in AML, the mechanism of protein
dephosphorylation does not proceed normally, due to a
decrease in a level of phosphatase or the presence of phos-
phatase deletions, i.e. PTEN and PP2A [5], [10]. According
to this fact, we assume that the dephosphorylation of proteins
does not occur. Also, the phosphorylation processes in the
activation of AKT occur relatively faster than the degradation
processes [22]. This condition leads us to assume that the
degradation rate of AKT can be neglected. Therefore, the
mathematical model is given in the following system of
ODEs: 

dx1

dt = k0 + bx5 − d1x1

dx2

dt = a2 − k2x1x
2
2

K2
2+x2

2

dx3

dt =
k2x1x

2
2

K2
2+x2

2
− d3x3

dx4

dt = (x4 − Λ)
(

(p−mx4)− k4x3x
2
4

K3
4+x3

4

)
dx5

dt =
k4x3(x4−Λ)x2

4

K3
4+x3

4
− d5x5.

(1)

together with the initial conditions:

x1(0) ≥ 0, x2(0) ≥ 0, x3(0) ≥ 0, x4(0) ≥ Λ, x5(0) ≥ 0,
(2)

where x1, x2, x3, x4, and x5 are the phosphatidylinosi-
tol trisphosphate (PIP3), AKT protein kinases, phospho-
rylated AKT protein kinase, forkhead transcription factor-
3a (FOXO3a), and phosphorylated FOXO3a (FOXO3ap),
respectively. Parameters d1, d3, and d5 represent the degrada-
tion rates of PIP3, AKT protein kinase, phosphorylated AKT
protein kinase, and phosphorylated FOXO3a, respectively.
Parameters k0, a2, and p are the production rate of PIP3,
AKT, and FOXO3a, respectively. Parameters k2, and k4 are
the phosphorylattion rates of AKT and FOXO3ap, respec-
tively. Parameter m is the degradation rate of FOXO3a by

protein 14-3-3, whereas parameters K2 and K4 represent the
Michaelis constants of AKT phosphorylation and FOXO3ap,
respectively.

In the next section, we will discuss the solution properties
of the model (1) which include the positivity, boundedness,
and uniqueness of the solution.

III. PROPERTIES OF SOLUTION

In order for the system (1) to have biological meaningful,
it is necessary to show that system solutions with positive
initial conditions will always be positive and bounded. This
is shown in the following lemma.

Lemma 3.1 (Positivity). The set Ω =
{(x1, x2, x3, x4, x5)} ∈ R5

+ ∪ {0} : x4 ≥ Λ} is positive
invariant for System (1) with initial conditions (2).

Proof. Let x = (x1, x2, x3, x4, x5) and ni, i = 1, 2, 3, 4, 5
is a normal vector to the segment x1 = 0, x2 = 0, x3 =
0, x4 = Λ, and x5 = 0 inward the domain Ω. We have n1 =
(1, 0, 0, 0, 0),n2 = (0, 1, 0, 0, 0),n3 = (0, 0, 1, 0, 0),n4 =
(0, 0, 0, 1, 0), and n5 = (0, 0, 0, 0, 1). Then, we calculate the
dotproduct of normal vector ni with vector field ẋ. As we
see, n1·ẋ = 1·ẋ1+0·ẋ2+0·ẋ3+0·ẋ4+0·ẋ5 = k0+bx5 ≥ 0,
Since the value of dotproduct is not negative, this means that
the vector field will be in the same direction as a normal
vector, i.e. inside the domain Ω. Analogous calculations can
be applies along other parts of boundaries and they are all not
negative. So, it can be concluded that the solution of system
(1) together with initial conditions (2) exist for all t ≥ 0 and
xi(t) ∈ Ω. Therefore, it is proven that Ω is positive invariant.

Lemma 3.2 (Boundedness). Let x1(t), x2(t), x3(t), x4(t),
and x5(t) are solution of system (1). There exist M > 0,
such that limt→∞ sup xi(t) ≤M , for all t ∈ [0, T ].

Proof. We must proof that for all t ∈ [0, T ],
x1(t), x2(t), x3(t), x4(t), and x5(t) will be bounded. We
note that all of the parameter values used in the system (1)
are positive.

From the fourth equation of system (1), we get

dx4

dt
= (x4 − Λ)

(
(p−mx4)− k4x3x

2
4

K3
4 + x3

4

)
≤ x4

(
(p−mx4)− k4x3x

2
4

K3
4 + x3

4

)
≤ x4(p−mx4).

Hence, we consider u̇ = u(p−mu), which a solution u(t) =
u(0) p

m

( p
m−u(0))e−pt+u(0)

, where limt→∞ sup u(t) = p
m . We know

that ẋ4(t) ≤ u̇(t), then by the comparison theorem [23],it
implies that limt→∞ sup x4(t) ≤ limt→∞ sup u(t) = p

m =
M1.

Similarly, from the first and third equation of system (1)
it follows that limt→∞ sup x1(t) ≤ k0mq+bp2

mqd1
= M1, and

limt→∞ sup x3(t) ≤ k2k0mq+k2bp
2

mqd1d3
= M3.

Now, from the fourth and fith equation of system (1), we
get

dx4

dt
+
dx5

dt
= (x4 − Λ) ((p−mx4)− d5x5)

≤ x4 ((p−mx4)− d5x5)

≤ p

m
((p−mx4)− d5x5)

≤ p2

m
− q (x4 + x5) .
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where q = min{p, d5}.
Therefore, x4(t)+x5(t) ≤ p2

mq +(x4(0)+x5(0)− p2

mq )e−qt,

and limt→∞ sup (x4(t)+x5(t)) ≤ p2

mq = M5. Thus, x4(t)+
x5(t) is bounded, so x5(t) is also bounded.

Similarly, from the second and third equation of system
(1), we get

dx2

dt
+
dx3

dt
= a2 − d3x3 ≤ a2,

thus we have x2(t)−x2(0)+x3(t)−x3(0) ≤ a2t or x2(t) ≤
x2(0) + x3(0) + a2t ≤ x2(0) + x3(0) + a2T = M2.

Therefore, choose M = max{M1,M2,M3,M4,M5}, so
that xi(t) ≤M, i = 1, 2..5, for all t ∈ [0, T ]. This completes
the proof.

Theorem 3.1 (Existence and uniqueness). Let T > 0.
If the initial conditions of system (1) satisfy x1(0) >
0, x2(0) > 0, x3(0) > 0, x4(0) > Λ, x5(0) > 0, then for
all t ∈ R, x1(t), x2(t), x3(t), x4(t), x5(t) will exist in Ω.

Proof. In system (1), we have

f(x) =



k0 + bx5 − d1x1

a2 − k2x1x
2
2

K2
2+x2

2
k2x1x

2
2

K2
2+x2

2
− d3x3

(x4 − Λ)
(

(p−mx4)− k4x3x
2
4

K3
4+x3

4

)
k4x3(x4−Λ)x2

4

K3
4+x3

4
− d5x5.


.

Since f ∈ C1(R5), thus f is locally Lipschitz in R5, so
that by Lemma 3.1, Lemma 3.2, and Fundamental existence
and uniqueness theorem [23], we know that the solution of
system (1) is exist and unique in Ω. This completes the proof.

Next, by simple calculation we have that system (1) has
the AML-free equilibrium point

E0 =

(
k0

d1
,

K2

√
a2d1√

k0k2 − a2d1

,
a2

d3
,Λ, 0

)
(3)

and the others equilibria

E∗1i = (x∗1i, x
∗
2i, x

∗
3i, x

∗
4i, x

∗
5i) , (4)

where

x∗1i = k0

d1
+

bk4a2x
∗2
4i (x∗

4i−Λ)

d1d3d5(K3
4+x∗3

4i )
,

x∗2i =
K2

√
a2d1d3d5(K3

4+x∗3
4i )√

(k0k2−a2d1)d3d5(K3
4+x∗3

4i )+bk2k4a2x∗2
4i (x∗

4i
−Λ)

,

x∗3i = a2

d3
,

x∗5i =
k4a2x

∗2
4i (x∗

4i−Λ)

d3d5(K3
4+x∗3

4i )
(5)

and x∗4i, i = 1, 2, 3, 4 are positive solutions of the following
equation:

x4
4 + c3x

3
4 + c2x

2
4 + c1x4 + c0 = 0, (6)

with

c3 = − p

m
, c2 =

a2k4

md3
, c1 = K3

4 , c0 = −pK
3
4

m
. (7)

IV. EXISTENCE AND LOCAL STABILITY OF EQUILIBRIA

In this section, we deal with the existence and local
stability of the equilibria. We note that the condition k0k2−
a2d1 > 0 guaranteed that the AML-free equilibrium point
E0 always exists.

A. The Existence of Equilibria

For the existence of the equilibriua E∗1i, i = 1, 2, 3, 4, the
solutions of (6) must be real and positive. The solutions of
equation (6) are

x∗41 = − c3

4 + 1
2 (S +D),

x∗42 = − c3

4 + 1
2 (S −D),

x∗43 = − c3

4 −
1
2 (S − F ),

x∗44 = − c3

4 −
1
2 (S + F ).

(8)

where

S =

√
c23
4
− c2 + u1, (9)

D =


√

3c2
3

4 − S2 − 2c2 + 1
4S (4c2c3 − 8c1 − c23), ifS 6= 0√

3c2
3

4 − 2c2 + 2
√
u2

1 − 4c0, ifS = 0
(10)

F =


√

3c2
3

4 − S2 − 2c2 − 1
4S (4c2c3 − 8c1 − c23), ifS 6= 0√

3c2
3

4 − 2c2 − 2
√
u2

1 − 4c0, ifS = 0
(11)

with u1 is a real root of cubic equation

u3− c2u2 + (c1c3− 4c0)u+ (4c0c2− c21− c0c23) = 0. (12)

See [24], [25] for more detail about the cubic and quartic
equation.

According to Descartes Rule of Sign, we can find that
the equation (6) must have one or three positive real roots.
We thus have the following results for the existence of the
equilibria E∗1i, i = 1, 2, 3, 4.

Theorem 4.1 If S = 0, k0k2 − a2d1 > 0, and x∗4i >
Λ, i = 1, ..., 4, the following results hold:
(i). The system (1) has equilibrium point E∗11 whenever

16a2k4mp − 5d3p
3 + 256m3d3K

3
4 ≥ 0 and 3d3p

2 −
8a2mk4 ≤ 0.

(ii). The equilibrium point E∗12 does not exist.
(iii). The system (1) has equilibrium point E∗13 whenever

16a2k4mp − 5d3p
3 + 256m3d3K

3
4 ≤ 0 and 3d3p

2 −
8a2mk4 ≥ 0.

(iv). The system (1) has equilibrium point E∗14 whenever
16a2k4mp − 5d3p

3 + 256m3d3K
3
4 ≤ 0 and d3p

2 −
4a2mk4 ≥ 0.

Proof. To prove the existence of the equilibria E∗1i, i =
1, ..., 4 we use the existence x∗4i, i = 1, ..., 4 in equation
(6) which should be real and positive. From equation (9),
S = 0 implies u1 = 4ma2k4−d3p

2

4d3m2 . Clearly − c3

4 = p
4m is

real and positive, so x∗4i in (8) is real and positive when
D is real. After some simple calculations, we found that
x∗41 = − c3

4 + 1
2 (S + D) with S = 0 is real and positive

when 16a2k4mp − 5d3p
3 + 256m3d3K

3
4 ≥ 0 and 3d3p

2 −
8a2mk4 ≤ 0. The conditions of x∗4i real and positive implies
that the equilibrium point E∗11 exist. For conditions (ii), (iii),
and (iv), the proofs are similar.

Theorem 4.2 Let A = p2

2m2 − c2−u1, B = 4c2c3− 8c1−

c33, S =

√
c2
3

4 − c2 + u1, k0k2−a2d1 > 0, and x∗4i > Λ, i =

1, ..., 4. If S > 0 then u1 >
4a2k4m−d3p

2

4d3m2 and the following
results hold:
(i). The equilibrium point E∗11 exist, whenever A+ B

4S ≥ 0.
(ii). The equilibrium point E∗12 exist, wheneverA + B

4S ≥ 0
and B −

(
8u1 + 4p

mS
)
S < 0.
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(iii). The equilibrium point E∗13 exist, wheneverA − B
4S ≥ 0

and S − p
2m <

√
A− B

4S .
(iv). The equilibrium point E∗14 exist, whenever A− B

4S ≥ 0

and p
2m − S >

√
A− B

4S .
Proof. Using a procedure similar to the proof of Theorem

4.1, the existence of equilibriua E∗1i, i = 1, ..., 4 for S > 0
also be done using the existence x∗4i, i = 1, ..., 4 in equation
(8) wich should be real and positive. From equation (9) S >
0 implies u1 > 4a2k4m−d3p

2

4d3m2 . To show that x∗41 = p
4m +

1
2 (S+D) is real and positive, it is sufficient to prove that D
is real. Finally, it is found that E∗11 exists, whenever A+ B

4S ≥
0. The proof for (ii), (iii), and (iv) are similar.

B. The Stability of equilibria

In this subsection, we analyze the local stability of the
equilibria by analyzing the eigenvalues of the Jacobian
matrices of the system (1). The stability determined by the
signs of real part of eigenvalues of the Jacobian matrix at a
given equilibrium point. The Jacobian matrix for system (1)
is given by

−d1 0 0 0 b

− k2x
2
2

K2
2+x2

2
− 2K2

2k2x1x2

(K2
2+x2

2)
2 0 0 0

k2x
2
2

K2
2+x2

2

2K2
2k2x1x2

(K2
2+x2

2)
2 −d3 0 0

0 0 −k4x
2
4(x4−Λ)

(K3
4+x3

4)
a44 0

0 0
k4x

2
4(x4−Λ)

(K3
4+x3

4)
a54 −d5


,

where

a44 = mΛ− (x4 − Λ)

(K3
4 + x3

4)
2

(
2k4x3K

3
4x4 − k4x3x

4
4

)
+p− 2mx4 −

k4x3x
2
4

K3
4 + x3

4

,

and

a54 =

(
K3

4 + x3
4

) (
k4x3x

2
4 + 2k4x3x4 (x4 − Λ)

)
(K3

4 + x3
4)

−1

(K3
4 + x3

4)
2

(
3k4x3x

4
4 (x4 − Λ)

)
.

For the local stability of AML-free equilibrium point E0,
we define the threshold value

Γ =
p

mΛ + k4a2Λ2

d3(K3
4+Λ3)

. (13)

Then, we have the following theorem.
Theorem 4.3 The AML-free equilibrium point E0 is

locally asymptotically stable if Γ < 1 and unstable if Γ > 1.
Proof. The eigenvalues of the Jacobian matrix of system

(1) at equilibrium point E0 =
(

k0

d1
, K2

√
a2d1√

k0k2−a2d1
, a2

d3
,Λ, 0

)
are λ1 = −d1, λ2 = − 2

√
a2d1

√
(k0k2−a2d1)3

k0k2K2d1
, λ3 =

−d3, λ4 = −d5, and λ5 = p − mΛ − k4a2Λ2

d3(K3
4+Λ3)

. We
have four eigenvalues that always strictly negative. The fifth
one, given by negative. The equilibrium point E0 is locally
asymptotically stable if λ5 = p−mΛ− k4a2Λ2

d3(K3
4+Λ3)

negative,

i.e. p < mΛ + k4a2Λ2

d3(K3
4+Λ3)

or p

mΛ+
k4a2Λ2

d3(K3
4

+Λ3)

< 1. Thus

the AML-free equilibrium point E0 is locally asymptotically
stable if Γ < 1 and unstable if Γ > 1. The proof is complete.

Next, we will find out the conditions for which the
equilibria E∗1i, i = 1, 2, 3, 4 are locally asymptotically stable.
We define

Q =
a2d1d3d5(K3

4+x∗3
4i )

k0d3d5(K3
4+x∗3

4i )+bk4a2x∗2
4i

(x∗
4i
−Λ)

,

M =
2a2(d3d5(K3

4+x∗3
4i )(k0k2−a2d1)+bk4a2x

∗2
4i (x∗

4i−Λ))
k0k2d3d5(K3

4+x∗3
4i )+bk4a2x∗2

4i
(x∗

4i
−Λ)

,

C = p− 2mx∗4i +mΛ− (x∗
4i−Λ)(2k4a2K

3
4x

∗
4i−k4a2x

∗2
4i )

d3(K3
4+x∗3

4i )
2

− k4a2x
∗2
4i

d3(K3
4+x∗3

4i )
,

N =
k4a2x

∗2
4i Λ+k4a2K

3
4x

∗
4i(3x

∗
4i−2Λ)

d3(K3
4+x∗3

4i )
2 ,

H =
k4x

∗2
4i (x∗

4i−Λ)

(K3
4+x∗3

4i )
,

α1 = d1 + d3 + d5 +M − C,
α2 = d3d5 − (d3 + d5)C + (M + d1)(d3 + d5 − C) + d1M,
α3 = (M + d1)(d3d5 − (d3 + d5)C)− d3d5C

+d1M(d3 + d5 − C)− bQH
α4 = d1M(d3d5 − (d3 + d5)C)− (M + d1)d3d5C

+b(C +N)QH,
α5 = −d1d3d5MC.

(14)
Then, we find that the characteristic equation of sys-

tem (1) corresponding to the equilibrium points E∗1i =
(x∗1i, x

∗
2i, x

∗
3i, x

∗
4i, x

∗
5i) is given by

λ5 + α1λ
4 + α2λ

3 + α3λ
2 + α4λ+ α5 = 0. (15)

From the Routh-Hurwitz criterion, E∗1i, i = 1, 2, 3, 4 are
locally asymptotically stable if and only if α1 > 0, α3 >
0, α5 > 0, ∆2 > 0,and ∆4 > 0, where ∆2 = α1α2−α3,
and ∆4 = α1α2α3α4+2α1α4α5−α1α

2
2α5−α2

1α
2
4−α2

3α4−
α2

5 + α2α3α5 > 0.
It is obvious that α1 > 0, α5 > 0, and α1α2 − α3 > 0 if

C < 0, that is

p− 2mx∗4i +mΛ− (x∗
4i−Λ)(2k4a2K

3
4x

∗
4i−k4a2x

∗2
4i )

d3(K3
4+x∗3

4i )
2

− k4a2x
∗2
4i

d3(K3
4+x∗3

4i )
< 0.

(16)

The other term of the Routh-Hurwitz condition can be
verified by the numerical values of the parameter set as in
Table I.

We summarize the above result in the Theorem 4.4 below.
Theorem 4.4 The equilibrium points E∗1i, i = 1, 2, 3, 4

is locally asymptotically stable if C < 0, α3 > 0, and
∆4 > 0.

In the next section we will give some numerical simulation
to illustrate the theoretical results for several cases.

V. SIMULATION RESULTS

In this section, we present some numerical simulations to
demonstrate the theoretical results obtained in the previous
section. The parameter values used in the system which given
in Table I was obtained from Adi et al [17].

Case (i), AML-free quilibrium point. In this case, we
take the parameter values k0 = 0.01, b = 0.0083, d1 =
0.033, a2 = 0.09, d3 = 0.09,Λ = 0.2, p = 0.2, m =
0.28, k2 = 1,K2 = 0.1, k4 = 0.04,K4 = 0.1, d5 = 0.125.

With these values, the condition of Theorem 4.3 is
satisfied. We have Γ = 0.85551 < 1 and the
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TABLE I
PARAMETER VALUES AND KINETIC RATES BEING USED.

Parameter Unit Value

k0 µMmin−1 0.01 – 0.1

b min−1 0.0083

d1 min−1 0.001 – 0.01

a2 µMmin−1 0.036 – 0.108

k2 min−1 1 – 20

d3 min−1 0.0008 – 0.1

p min−1 0.002 – 0.5

m µM−1min−1 0.004 – 0.28

k4 min−1 0 – 0.33

d5 min−1 0.033 – 0.125

K2 µM 0.1

K4 µM 0.1 – 1

system (1) has AML-free equilibrium point E0 =
(0.30303, 0.064998, 1.000, 0.2, 0) which is locally aymptot-
ically stable (see Fig.1).

Case (ii), The equilibria E∗1i, i = 1, 2, 3, 4. In this case,
we take the parameter values k0 = 0.01, b = 0.0083,
d1 = 0.02, a2 = 0.09, d3 = 0.09,Λ = 0.2, p = 0.33,m =
0.22, k2 = 2,K2 = 0.1, k4 = 0.1,K4 = 0.2, d5 = 0.125.

With these values, the equation (6) has one real
root that satisfies the condition of Theorem 4.2(i), that
is, u1 = −0.07024, 4a2k4m−d3p

2

4d3m2 = −0.10795, so

we have u1 > 4a2k4m−d3p
2

4d3m2 , A + B
4S = 1.4921 ≥ 0.

The system (1) has one equilibrium point
E∗11 = (0.768986, 0.024931, 1.0000, 1.082867, 0.64816).
In this case, the conditions of Theorem 4.4 are satisfied,
that is, C = −0, 120816 < 0, α3 = 0, 0080883 > 0,
and ∆4 = 5, 927949 × 10−8 > 0, so E∗11 is locally
asymptotically stable (see Fig.2).

Next, we set the parameter values k0 = 0.01, b =
0.0083, d1 = 0.033, a2 = 0.09, d3 = 0.09, Λ = 0.2,
p = 0.36,m = 0.25, k2 = 2, K2 = 0.1, k4 = 0.12,
K4 = 0.2, d5 = 0.125. With these parameter values, the
equation (6) have three real roots that satisfies the condition
of existence E∗1i in Theorem 4.2(i), 4.2(ii), and 4.2(iii), that
is,u1 = 0.13706 > 4a2k4−d3p

2

4d3m2 = −0.0384, A + B
4S =

0.51355 > 0, A− B
4S = 0.32593 > 0, B−

(
8u1 + 4p

mS
)
S =

−1.31275 < 0, S− p
2m = −0.30112 <

√
A− B

4S = 0.5709.
The system (1) has three possible equilibria,

E∗11 = (0.49055, 0.03178, 1.0000, 0.92775, 0.74556),

E∗12 = (0.30991, 0.04122, 1.0000, 0.21113, 0.02735),

E∗13 = (0.42222, 0.03459, 1.0000, 0.43601, 0.4739).

We find that E∗11 and E∗12 are meet the condition of
Theorem 4.4. Thus, E∗11 and E∗12 is locally asymptotically
stable (see Fig.3 and Fig.4). In this case, E∗13 is unstable.
According to the root of equation (15) we find that E∗13 is a
saddle point.

In the following Figs.1-4, we denote figure (a), (b), (c),
and (d) as the dynamic between the FOXO3ap and PIP3,
FOXO3ap and AKT, FOXO3ap and AKTp, and the dynamic
between FOXO3ap and FOXO3a, respectively. Fig.1 shows
that the AML-free equilibrium point E0 is locally asymptot-
ically stable. We can see that all trajectories which starting
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Fig. 1. The phase portrait projection confirms that the AML-free
equilibrium point E0 = (0.30303, 0.064998, 1.000, 0.2, 0) is locally
asymptotically stable.
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Fig. 2. The phase portrait projection confirms that the equilibrium
point E∗

11 = (0.768986, 0.024931, 1.0000, 1.082867, 0.64816) is locally
asyptotically stable.
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Fig. 3. The phase portrait projection confirms that the equilibrium
point E∗

11 = (0.49055, 0.03178, 1.0000, 0.92775, 0.74556) is locally
asymptotically stable.
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Fig. 4. The phase portrait projection confirms that the equilibrium
point E∗

12 = (0.30991, 0.04122, 1.0000, 0.21113, 0.02735) is locally
asymptotically stable.

from different initial values will tend to the equilibrium
point, with FOXO3ap always tend to zero. It agrees with
the Theorem 4.3 that, for a smaller production rate of
FOXO3a p, the FOXO3ap can be eventually eliminated. In a
medical point of view, these results suggest that the AML
cell does not occur. This is consistent with the fact that
FOXO3a does not present in the cytoplasm, indicated with
zero concentration of FOXO3ap. Biologically, it means that
cells are in normal condition and AML will not grow.

Fig.2 shows that the equilibrium point E∗11 is locally
asymptotically stable. We can see that all trajectories which
starting from different initial values will tend to the equilib-
rium point, with FOXO3ap always tend to a certain values.
In a medical prespective, the AML cells occur and can
be controlled. Fig.3 shows the local asymptotic stability of
equilibrium point E∗11 and Fig.4 shows the local asymptotic
stability of equilibrium point E∗12. In Fig.3, it can be seen
that if we choose an initial condition which is close enough
to the equilibrium E∗11, then the trajectory of the system
is tend to E∗11, whereas in Fig.4, if the initial condition is
close enough to E∗12, then the solution will tend to E∗12.
We can see that all trajectories tend to these equilibria
provided that the initial conditions are sufficiently close
to these equilibria. We note that E∗11 has higher FOXO3a
and FOXO3ap concentration, while E∗12 has lower FOXO3a
and FOXO3ap concentration. Therefore, in this case, the
system has two stable equilibria and one unstable equilibrium
point. It is observed that the equilibrium point with lower
FOXO3a and FOXO3ap concentrations E∗12 is very close to
the AML-free equilibrium point E0 as in case (i). So in this
case, we do hope that the equilibrium point tends to the
lower FOXO3ap concentration E∗12 rather than the higher
FOXO3ap concentration E∗11. Medically, with condition of
lower FOXO3ap concentrations, it is easier to treat AML
than a higher concentration condition.

We also give an illustration that the region of attraction of
the two stable equilibria is separated by the dashed trajectory
in the phase plane diagram (see Fig. 5). As shown in Fig.
5, the unstable equilibrium point separating the basin of
attractions of the two stable equilibria. Medically, if the
trajectories convergen to the equilibrium point E∗1i, then the
AML cell will persist in the patient.

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

FOXO3a

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F
O

X
O

3
a
p

E
12
*

E
11
*

E
13
*

Fig. 5. Phase plane diagram showing the two stable equilibria for p = 0.36.

In order to determine AML treatment, we have to find
the analytical conditions so that the trajectories of the
system converges to the AML-free equilibrium point E0.
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This analytical condition is given in Theorem 4.3, that
is the equilibrium point E0 of the system (1) is locally
asymptotically stable if Γ < 1 . So, we can then choose varies
values for the parameters p,m, a2, k4, or K4, and observe the
changes that occur in system behavior. In the next section,
we provide a sensitivity analysis to identify how changes in
each of these parameters affect system behavior.

VI. SENSITIVITY ANALYSIS

In this section, the sensitivity indices of Γ will be analyzed.
The sensitivity analysis can be used to discover a key
parameters that have a high impact on the transmission and
spread of AML disease and should be intervened by targeted
therapy. We calculate the sensitivity index which is defined
as the ratio of the relative change in Γ to the relative change
in a parameter p, as follows [26], [27]:

ΥΓ
s =

∂Γ

∂s
× s

Γ
. (17)

Now, we can derive the sensitivity indices of Γ from
the explicit formula (13) by using (17) for each of the six
different parameters described in Table I. The sensitivity
index of Γ may depend on several parameters, but also can
be constant, does not depend on any parameter values. For
example, the sensitivity index of Γ with respect to constant
rate of FOXO3a production, p is ΥΓ

p = ∂Γ
∂p ×

p
Γ = +1,

does not depend on any parameter values. It is meaning
that increasing (decreasing) of p, say 10 %, leads to 10 %
increasing (decreasing) of Γ. The values of the sensitivity
indices for the parameter values of case (i) are presented
in Table II. From Table II, it can be seen that the sign
of the sensitivity indices with respect to all parameters
(i.e., whether Γ increases or decreases when a parameter
increases) agrees with an intuitive expectation. For example,
since ΥΓ

k4
= −0.7605 then increasing (or decreasing) the

phosphorylation rate of FOXO3a by 10 % decreases (or
increases) Γ by 7.605%. As illustration, in case (i), if we
increase k4 from 0.04 to 0.044 then Γ decrease from 0.8555
to 0.795.

TABLE II
THE SENSITIVITY INDICES OF Γ

Parameter Sensitivity index

p +1

m −0.2395

k4 −0.7605

d3 +0.7605

a2 −0.7605

K4 +0.2535

According to Table II, the most sensitive parameter is p,
i.e the production rate of FOXO3a, so we should pay special
attention to this parameter. Note that in case (i), with the
parameter value of p = 0.2, we have Γ = 0.8555. In order
to keep the stability of AML-free equilibrium point E0, the
threshold value Γ must less than one. Because the sensitivity
index of Γ with respect to the constant rate of FOXO3a
production p is ΥΓ

p = +1, it can be seen that if p increases by
14.45 % from 0.2 to 0.23377 result to the value of Γ = 1,
so that the AML-free equilibrium point E0 failed to have
stability. So p must be kept to less than 0.23377.
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Fig. 6. The phase plane diagram for various values of p.
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Medically, controlling the production rate of FOXO3a is
an alternative way that can be done to improve the success
of AML treatment. Thus, the production rate of FOXO3a
should be targeted by intervention strategies.

Furthermore, by using the set of parameter values in case
(ii), we can see the changes in a system behavior if the value
of the parameter p is changed in Fig.6. In Fig.6a, if we set
the values of p = 0.4, the system (1) only have one stable
equilibrium point with high FOXO3ap concentration E∗11.
For smaller values of p, a separatrix appears which reduces
the basin of attraction of E∗11. As seen in Fig.6b, if we set
the value of p = 0.38, there are two stable equilibria, E∗11

and E∗12 and one saddle point E∗13. For p = 0.352, then the
separatrix shift to the right reduces the basin of attraction
of equilibrium point with a high concentration of FOXO3ap
E∗11, and enlarges the basin of attraction of E∗12, see Fig.6c.

Furthermore, if the values of p reduced to p = 0.33, then
the system (1) only have one AML-free equilibrium point
E0 and the system changes from bistable to monostable, see
Fig.6d. The qualitative behavior for various parameter p can
be summarized on a bifurcation diagram as shown in Fig.7.
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Fig. 7. A schematic of a bifurcation diagram showing bistable behavior for
system (1)with various values of p. The solid curves depict stable behavior
and the dashed curves depict unstable behavior.

The bifurcation diagram in Fig.7 shows that the system
(1) only have one stable equilibrium point E∗11 whenever
p > 0.38416443396. In this case, there is transcritical
bifurcation at p = 0.35 and saddle-node bifurcations at
p = 0.38416443396 and p = 0.34188454532, respectively.
Bistable behavior exist whenever 0.34188454532 < p <
0.38416443396.

VII. CONCLUSION

In this paper, we investigate the PI3K/AKT pathway in
AML with biochemical reactions following the Hill’s equa-
tion. We consider that the dephosphorylation of protein does
not work properly. This is due to the fact that in AML there is
a deletion or decrease in phosphatase levels. Furthermore, we
show the existence of equilibria and established conditions
for the stability of these equilibria.

For the condition of Theorem 4.3, we can say that if the
production rate of FOXO3a is restricted by the degradation
and phosphorylation term of FOXO3a, then the AML-free
equilibrium point E0 is locally asymptotically stable. If the
opposite condition occurs, the AML-free equilibrium point
E0 loses stability, and the equilibrium point E∗1i, i =

1, 2, 3, 4 may occur. Unlike the AML-free equilibrium point
E0, for the equilibrium point E∗1i, i = 1, 2, 3, 4 we cannot
find the mathematical formula that can be used as a measure
such that AML disease can heal or continue. Theorem 4.4
only provide the necessary condition so that the equilibrium
point E∗1i, i = 1, 2, 3, 4 become locally asymptotically
stable.

We note that in the analysis of this model, it is assumed
that there is a deletion of phosphatase which causes protein
dephosphorylation does not occur. As a result, phosphory-
lated proteins cannot return to an unphosphorylated state. As
can be seen from numerical simulations, the concentration
of AKTp in all cases is always at the same amount of
concentration, which is equal to the ratio of AKT production
and AKTp degradation. This is due to the absence of AKT
degradation and AKTp dephosphorylation. Different condi-
tions will occur if there is protein dephosphorylation. Such
conditions also occur in FOXO3a. We found that, without
dephosphorylation of FOX3ap, when FOXO3a undergoes
translocation from the nucleus to the cytoplasm through
phosphorylation, FOXO3a cannot return to the nucleus.
Furthermore, FOXO3ap in the cytoplasm will increase the
continuity of the PI3K/AKT pathway. From the model, it
was found that the greater the FOXO3a in the nucleus, the
greater the translocation of FOXO3a to the cytoplasm. We
have shown that if the rate of FOXO3a production is less than
the total ammount of degradation and phosphorylation of
FOXO3a, AML cells can be eliminated. Mathematically, this
is indicated by the condition that the AML-free equilibrium
point E0 is locally asymptotically stable.

Finally, from the sensitivity analysis, we found that the
most important parameter for AML disease is the production
rate of FOXO3a. Thus, one way that can be done to reduce
FOXO3ap in the cytoplasm is to inhibit the growth rate of
FOXO3a. Medically, treatment of AML patients can be done
through targeted therapy on the production of FOXO3a.
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