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Abstract—An impulsive nonautonomous Lotka-Volterra com-
petitive system with discrete delay and infinite delay is studied
in this paper. It is shown that if the coefficients are continuous,
bounded above and below by positive constants and satisfy
certain inequalities, then one of the components will be driven
to extinction while the other one will stabilize at the certain
positive solution of a nonlinear single species model (an impul-
sive logistic equation). An example together with its numerical
simulations is given to illustrate the feasibility and effectiveness
of the main results.

Index Terms—Extinction; Global attractivity; Lotka-Volterra
competitive system; Delay; Impulse.

I. INTRODUCTION

IN the real world, affected by a variety of factors both
naturally and manly, the inner discipline of species or

environment often suffers some dispersed changes over a
relatively short time interval at the fixed times. In mathemat-
ics perspective, such sudden changes could be described by
impulses (see [1,2]). Owing to the theoretical and practical
significance, the dynamic behaviors of impulsive differential
equations have been extensively researched, see [3-8].

In recent years, the study of extinction and permanence
of the species has become one of the most important topic
in population dynamics. The results on the extinction and
permanence of the species of impulsive population dynamic
systems, see [9-12]. However, there are seldom results on
the extinction and permanence of the species of impulsive
population dynamic systems with delay. In fact, more re-
alistic population dynamics should take into account the
effect of delay. Noting that some studies of the dynamics
of natural populations indicate that the density-dependent
population regulation probably takes place over many gen-
erations, many authors have discussed the influence of many
past generations on the density of species population and
discussed the dynamic behaviors of competitive, predator-
prey, and cooperative systems. Moreover, delay differential
equations may exhibit much more complicated dynamic
behaviors than ordinary differential equations since a delay
could cause a stable equilibrium to become unstable and
cause the population to fluctuate.

Motivated by the above statements, in this work, we shall
study the following impulsive Lotka-Volterra competitive
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system with discrete delay and infinite delay

x′
1(t) = x1(t)

[
r1(t)− a1(t)

∫ +∞

0

k1(s)x1(t− s)ds

− b2(t)x2(t− τ)

c(t) + x2(t− τ)

]
,

x′
2(t) = x2(t)

[
r2(t)− a2(t)x2(t− τ)

−
b1(t)

∫ +∞
0

k1(s)x1(t− s)ds

c(t) +
∫ +∞
0

k1(s)x1(t− s)ds

]
, t ̸= tj ,

x1(t
+
j ) = (1− h1j)x1(tj),

x2(t
+
j ) = (1− h2j)x2(tj), (1)

where x1(t), x2(t) are population density of species x1 and
x2 at time t, respectively; the jump conditions xi(t

+
j ) =

(1− hij)xi(tj), i = 1, 2 reflects the possibility of impulsive
effects on the species xi; j ∈ N,N = {1, 2, · · · }.

Given a function f(t), let fu and f l denote sup
t∈[0,ω]

f(t)

and inf
t∈[0,ω]

f(t), respectively. For system (1), throughout this

paper, the following conditions are assumed:
(H1) The functions ri(t), ai(t), bi(t), c(t) are positive contin-

uous functions with period ω, and rli ≤ ri(t) ≤ rui , a
l
i ≤

ai(t) ≤ aui , b
l
i ≤ bi(t) ≤ bui , c

l ≤ c(t) ≤ cu, i = 1, 2;
(H2) The impulse times tj , j ∈ N satisfy 0 < t1 < t2 < · · · ,

and lim
j→+∞

tj = +∞;

(H3) The parameters hij are real constants satisfying 0 <
hij < 1, i = 1, 2, j ∈ N ;

(H4)
∏

0≤tj<t(1−hij) are periodic functions of period ω, and
there exist positive constants mi and Mi such that mi ≤∏

0≤tj<t(1− hij) ≤ Mi for all t ≥ 0, i = 1, 2, j ∈ N ;
(H5) The delay τ is a nonnegative constant; k1 : [0,+∞) →

[0,+∞) is piecewise continuous and integrable on
[0,+∞) with

∫ +∞
0

k1(s)ds = 1.

Definition 1. (x1, x2) is said to be a solution of system (1)
provided

(i) xi(t), i = 1, 2 are absolutely continuous on each interval
(0, t1] and (tj , tk+1], j ∈ N ;

(ii) For any tj , j ∈ N , xi(t
+
j ) and xi(t

−
j ) exist and xi(t

−
j ) =

xi(tj);
(iii) xi(t), i = 1, 2 satisfy (1) for almost everywhere (a.e.) in
[0,+∞)/{tj} and satisfy xi(t

+
j ) = (1−hij)xi(tj) for every

t = tj , j ∈ N .

The main purpose of this paper is to study the extinction
and stability of system (1), and derive some sufficient con-
ditions which guarantee one of the species will be driven to
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extinction while the other one will be globally attractive with
any positive solution of an impulsive single species model.

The initial conditions of (1) are of the form

xi(s) = φi(s) > 0, s ∈ (−∞, 0], φi(0) > 0, (2)

where φi, i = 1, 2 are bounded and continuous functions on
(−∞, 0].

II. PRELIMINARIES

In this section, we state the following lemmas which will
be useful in the proof of our main results.

Lemma 1. Let x(t) = (x1(t), x2(t))
T be any solution of

system (1) such that xi(0
+) > 0, then there exists positive

constants x∗
i such that

lim sup
t→+∞

xi(t) ≤ x∗
i , i = 1, 2,

where

x∗
1 =

ru1

al1m1

∫ +∞
0

k1(s)e−ru1 sds
, x∗

2 =
M2r

u
2

m2al2
er

u
2 τ .

Proof: By the relation between the solutions of impul-
sive system and the corresponding non-impulsive system.
The proof of Lemma 1 is similar to that of Lemma 2.2 in
[13] and [14]. So we omit here.

Lemma 2. ([15]) Let x be a bounded nonnegative continuous
function, and let k : [0,+∞) → [0,+∞) be a continuous
kernel such that

∫ +∞
0

k(s)ds = 1. Then

lim inf
t→+∞

x(t) ≤ lim inf
t→+∞

∫ t

−∞
k(t− s)ds

≤ lim sup
t→+∞

∫ t

−∞
k(t− s)ds ≤ lim sup

t→+∞
x(t).

Remark 1. If lim
t→+∞

x(t) = x∗, then lim
t→+∞

∫ t

−∞ k(t −
s)x(s)ds = x∗.

III. EXTINCTION OF x2 AND STABILITY OF x1

In this section, we present the extinction of the species x2.

Theorem 1. Assume that the inequality

lim inf
t→+∞

r̃1(t)

r̃2(t)
> lim sup

t→+∞

{
a1(t)(c(t) + x∗

1)

b1(t)
,

b2(t)

a2(t)c(t)

}
(3)

or

lim sup
t→+∞

r̃2(t)

r̃1(t)
< lim inf

t→+∞

{
b1(t)

a1(t)(c(t) + x∗
1)
,
a2(t)c(t)

b2(t)

}
(4)

holds, where

r̃1(t) = r1(t) +
1

ω

q∑
j=1

ln(1− h1j) > 0; (5)

r̃2(t) = r2(t) +
1

ω

q∑
j=1

ln(1− h2j) > 0; (6)

then the species x2 will be driven to extinction, that is, for
any positive solution (x1(t), x2(t))

T of system (1), x2(t) →
0 exponentially as t → +∞.

Proof: We only prove one case, the proof for the other
case is similar.

Let x̃(t) = (x1(t), x2(t))
T be a solution of system (1)

with initial conditions (2). By inequality (3), we can choose
α, β, ε > 0 such that

lim inf
t→+∞

r̃1(t)

r̃2(t)
>

α

β
+ ε >

α

β

> lim sup
t→+∞

{
a1(t)(c(t) + x∗

1)

b1(t)
,

b2(t)

a2(t)c(t)

}
,

then there exists a positive constant T1 > 0 such that for all
t > T1,

r̃1(t)β − r̃2(t)α > εβr̃2(t) > εβr̃l2 > 0; (7)
αb1(t)− βa1(t)(c(t) + x∗

1) > 0; (8)
αa2(t)c(t)− βb2(t) > 0. (9)

From system (1) and inequalities (8)-(9), it follows that

d

dt

[
ln

(x2(t))
α

(x1(t))β

]
=

d

dt

[
α lnx2(t)− β lnx1(t)

]
= (αr2(t)− βr1(t))

−
[

αb1(t)

c(t) +
∫ +∞
0

k1(s)x1(t− s)ds
− βa1(t)

]
×
∫ +∞

0

k1(s)x1(t− s)ds

−
[
αa2(t)−

βb2(t)

c(t) + x2(t− τ)

]
x2(t− τ)

≤ (αr2(t)− βr1(t)), t ̸= tj , (10)

and

ln

[
(x2(t

+
j ))

α

(x1(t
+
j ))

β

]
= ln

[
(1− h2j)

α

(1− h1j)β

]
+ ln

[
(x2(tj))

α

(x1(tj))β

]
. (11)

For any t ∈ [λσ, λσ+1) and λσ ∈ [mω, (m+1)ω), m ∈ N ,
integrating both sides of (10) over internals [0, λ1), [λ1, λ2),
· · · , [λσ−1, λσ) and [λσ, t), respectively, and adding the σ
inequalities, it follows from (5)-(7) and (11) that

ln

(
(x2(t))

α

(x1(t))β

)
− ln

(
(x2(0))

α

(x1(0))β

)

≤
∫ t

0

(αr2(t)− βr1(t))dt+ ln

∏
0<tj<t

(1− h2j)
α∏

0<tj<t
(1− h1j)β

≤ mα

(
ωru2 +

q∑
j=1

ln(1− h2j)

)

−mβ

(
ωrl1 +

q∑
j=1

ln(1− h1j)

)
+ ξ

= mω

[
α

(
ru2 +

1

ω

q∑
j=1

ln(1− h2j)

)

−β

(
rl1 +

1

ω

q∑
j=1

ln(1− h1j)

)]
+ ξ

< −mωεβr̃l2 + ξ, (12)

IAENG International Journal of Applied Mathematics, 50:2, IJAM_50_2_16

Volume 50, Issue 2: June 2020

 
______________________________________________________________________________________ 



where

ξ = sup
0≤p≤ω

(∫ p

mω

(αr2(t)− βr1(t))dt

+ ln

∏
0<tj<p

(1− h2j)
α∏

0<tj<p
(1− h1j)β

)
.

This shows that

(x2(t))
α < (x1(t))

β exp{−mωεβr̃l2 + ξ} (x2(0))
α

(x1(0))β

= (x1(t))
β exp{−mωεβr̃l2}eξ

(x2(0))
α

(x1(0))β
.

If t → +∞, then m → +∞, according to Lemma 2, and
noticing that x1(t) is ultimately upper bounded, hence, we
obtain x2(t) → 0 exponentially as t → +∞. This completes
the proof.

Consider the following impulsive logistic equations

x′(t) = x(t)

[
r1(t)

−a1(t)
∫ +∞
0

k1(s)x(t− s)ds

]
,

t ̸= tj , j ∈ N,
x(t+j ) = (1− h1j)x(tj).

(13)

and{
x′(t) = x(t)[r1(t)− a1(t)x(t)], t ̸= tj , j ∈ N,
x(t+j ) = (1− h1j)x(tj).

(14)

Theorem 2. Under the assumptions of Theorem 1. Let
x(t) = (x1(t), x2(t))

T be any positive solution of system
(1) with initial condition (2), then the species x2 will be
driven to extinction, that is, x2(t) → 0 as t → +∞, and
x1(t) → x∗(t) as t → +∞, where x∗(t) is any positive
solution of equation (13).

Proof: Let x(t) = (x1(t), x2(t))
T be a solution of

system (1) with xi(0) > 0, i = 1, 2. From Lemma 1,
x1(t) is bounded above by positive constants on [0,+∞).
To finish the proof of Theorem 2, it is enough to show that
x1(t) → x∗(t) as t → +∞, where x∗(t) is any positive
solution of equation (13).

From system (1), we have

x′
1(t) < x1(t)

[
r1(t)

−a1(t)
∫ +∞
0

k1(s)x1(t− s)ds

]
,

t ̸= tj , j ∈ N,
x1(t

+
j ) = (1− h1j)x1(tj),

(15)

then x1(t) < x∗(t) for all t > 0, where x∗(t) is any positive
solution of equation (13) with x(0) = x1(0). Clearly, x∗(t) is
bounded above and below by positive constants on [0,+∞).

Define a function V (t) on [0,+∞) as

V (t) = −(lnx1(t)− lnx∗(t)). (16)

For t ̸= tj , j ∈ N , calculating the derivative of V (t) along

the solution x1(t) and x∗(t), it follows that

V ′(t) = −
(
x′
1(t)

x1(t)
− x∗′(t)

x∗(t)

)
= −a1(t)

∫ +∞

0

k1(s)[x
∗(t− s)− x1(t− s)]ds

+
b2(t)x2(t− τ)

c(t) + x2(t− τ)
.

Since lim
t→+∞

x2(t) = 0, there exists a positive constant
T2 > 0 such that for all t > T2 + τ ,

x2(t) < ε.

Hence,

V ′(t) < −al1m1

∫ +∞

0

k1(s)[x
∗(t− s)− x1(t− s)]ds

+
bu2ε

c(t) + x2(t− τ)
.

Let ε → 0, then

V ′(t) ≤ −al1m1

∫ +∞

0

k1(s)[x
∗(t− s)− x1(t− s)]ds.

The above inequality implies that

d

dt

(
− V (t)− al1m1

∫ t

T3

∫ +∞

0

k1(s)

×[x∗(θ − s)− x1(θ − s)]dsdθ

)
≥ 0. (17)

where T3 = T2 + τ .
For t = tj , j ∈ N , we can easily check that

V (t+j ) = V (tj).

Integrating both sides of (17) on the interval [T3, t), we
have

−V (t)− al1m1

∫ t

T3

∫ +∞

0

k1(s)

×[x∗(θ − s)− x1(θ − s)]dsdθ ≥ −V (T3),

that is,

al1m1

∫ t

T3

∫ +∞

0

k1(s)[x
∗(θ − s)− x1(θ − s)]dsdθ

≤ V (T3)− V (t).

Since V (t) is bounded, let t → +∞, then

0 <

∫ +∞

T3

∫ +∞

0

k1(s)[x
∗(θ − s)− x1(θ − s)]dsdθ < +∞.

On the other hand, x∗(t)−x1(t) is a nonnegative, bounded
and differential function such that x∗′(t)−x′

1(t) is bounded
on [T3,+∞). Hence, by the mean valued theorem, x∗′(t)
− x′

1(t) is uniformly continuous on [T3,+∞). Thus by
Barbalat’s Lemma, one can conclude that

lim
t→+∞

(x∗(t)− x1(t)) = 0.

This completes the proof.

Theorem 3. Under the assumption of Theorem 1, let x(t) =
(x1(t), x2(t))

T be any positive solution of system (1) with
initial condition (2), then the species x2 will be driven to
extinction, that is, x2(t) → 0 as t → +∞, and x1(t) →
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x∗(t) as t → +∞, where x∗(t) is any positive solution of
equation (14).

Proof: The logistic equation (14){
x′(t) = x(t)[r1(t)− a1(t)x(t)], t ̸= tj , j ∈ N,
x(t+j ) = (1− h1j)x(tj).

can be written as
x′(t) = x(t)

[
r1(t)− a1(t)

∫ +∞
0

k1(s)x(t)ds

]
,

t ̸= tj , j ∈ N,
x(t+j ) = (1− h1j)x(tj).

The following proof is similar to that of Theorem 2, we omit
it here. This completes the proof.

IV. EXTINCTION OF x1 AND STABILITY OF x2

In this section, we present the extinction of the species x1.

Theorem 4. Assume that the inequality

lim sup
t→+∞

r̃1(t)

r̃2(t)
< lim inf

t→+∞

{
a1(t)c(t)

b1(t)
,

b2(t)

a2(t)(c(t) + x∗
2)

}
(18)

or

lim inf
t→+∞

r̃2(t)

r̃1(t)
> lim sup

t→+∞

{
b1(t)

a1(t)c(t)
,
a2(t)(c(t) + x∗

2)

b2(t)

}
(19)

holds, where r̃1(t) and r̃2(t) have been defined in (5) and (6),
respectively. Then the species x1 will be driven to extinction,
that is, for any positive solution (x1(t), x2(t))

T of system (1),
x1(t) → 0 exponentially as t → +∞.

Remark 2. The proof of Theorem 4 is similar to the proof
of Theorem 1. So we omit here.

Consider the following impulsive logistic equation{
x′(t) = x(t)(r2(t)− a2(t)x(t− τ)), t ̸= tj , j ∈ N,
x(t+j ) = (1− h2j)x(tj).

(20)

Next, we study the global attractivity of the species x2 of
system (1).

Theorem 5. Under the assumptions of Theorem 4. Further
assume that

δ = lim sup
t→+∞

x∗
2

∫ t

t−τ

[a2(z + τ) + a2(z + 2τ)]dz < 2, (21)

where x∗
2 =

M2r
u
2

m2al
2
exp{ru2 τ}. Let x̃(t) = (x1(t), x2(t))

T be
any positive solution of system (1), then the species x1 will
be driven to extinction, that is, x1(t) → 0 as t → +∞,
and x2(t) → x(t) as t → +∞, where x(t) is any positive
solution of system (20).

Proof: Let x̃(t) = (x1(t), x2(t))
T is a solution of

system (1) with initial conditions (2), x(t) is a solution of
system (20).

Set

x2(t) = x(t) exp{η(t)}. (22)

For t ̸= tj , j ∈ N , taking derivative on both sides of (22),
we have

dη(t)

dt
=

x′
2(t)

x2(t)
− x′(t)

x(t)

= −a2(t)x2(t− τ)− [−a2(t)x(t− τ)]

−
b1(t)

∫ +∞
0

k1(s)x1(t− s)ds

c(t) +
∫ +∞
0

k1(s)x1(t− s)ds

= −a2(t)x(t− τ) exp{η(t− τ)}
−[−a2(t)x(t− τ)]− f(t)

, F (t, η)− F (t, 0)− f(t), (23)

where f(t) =
b1(t)

∫+∞
0

k1(s)x1(t−s)ds

c(t)+
∫ +∞
0

k1(s)x1(t−s)ds
. From Theorem 4 and

Remark 1,

lim
t→+∞

f(t) = 0. (24)

By using the mean value theorem of differential calculus,
it follows from (23) that

dη(t)

dt
= −J(t)η(t− τ)− f(t),

where

J(t) = −Fη(t, ζ) = a2(t)x(t− τ) exp{ζ(t)}, (25)

and ζ(t) lies between 0 and η(t− τ), then

min{x2(t− τ), x(t− τ)} ≤ x(t− τ) exp{ζ(t)}
≤ max{x2(t− τ), x(t− τ)}. (26)

Consider the following Lyapunov function

V (t) = [η(t)−
∫ t

t−τ

J(z + τ)η(z)dz]2

+

∫ t

t−τ

J(z + 2τ)

∫ t

s

J(z + τ)η2(θ)dθdz.

For t ̸= tj , j ∈ N , calculating the upper right derivative of
V (t), we have

D+V (t)

= 2[η(t)−
∫ t

t−τ

J(z + τ)η(z)dz][−J(t+ τ)η(t)− f(t)]

+

∫ t

t−τ

J(z + 2τ)dzJ(t+ τ)η2(t)

−J(t+ τ)

∫ t

t−τ

J(θ + τ)η2(θ)dθ

< 2[η(t)−
∫ t

t−τ

J(z + τ)η(z)dz][−J(t+ τ)η(t)]

+

∫ t

t−τ

J(z + 2τ)dzJ(t+ τ)η2(t)

+2f(t)|η(t)−
∫ t

t−τ

J(z + τ)η(z)dz|.

Noting the fact that 2η(t)η(z) ≤ η2(t) + η2(z), then

D+V (t) < −η2(t)J(t+ τ)

×[2−
∫ t

t−τ

(J(z + τ) + J(z + 2τ))dz]

+2f(t)|η(t)−
∫ t

t−τ

J(z + τ)η(z)dz|.
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From (25)-(26), it is easy to see that

0 < min
t≥0

J(t+ τ) < x∗
2a

u
2 .

Further more, from (21) and (24), there exists a positive
constant ε(0 < ε < 2−δ

2 ) small sufficiently and a positive
constant T4 such that

2f(t)|η(t)−
∫ t

t−τ

J(z + τ)η(z)dz| < ε,∫ t

t−τ

(J(z + τ) + J(z + 2τ))dz < δ + ε

for all t > T4, and then

D+V (t) < −η2(t)[(2− δ − ε)J(t+ τ)] + ε

< −η2(t)[(2− δ − ε)min
t≥0

J(t+ τ)] + ε, t > T4.

Let ε → 0, then

D+V (t) ≤ −η2(t)[(2− δ)min
t≥0

J(t+ τ)] < 0, t > T4. (27)

For t = tj , j ∈ N , we can easily check that

η(t+j ) = η(tj), V (t+j ) = V (tj).

Integrating both sides of (27) on the interval [T4, t), we have

V (t) + (2− δ)min
t≥0

J(t+ τ)

∫ t

T4

η2(θ)dθ ≤ V (T4) < +∞.

Therefore, V (t) is bounded on [T4,+∞) and there is∫ +∞
T4

η2(t)dt < +∞. Then we claim that

lim
t→+∞

η(t) = 0. (28)

Otherwise, for any given ε > 0, there are two cases:
(i) For any T4 > 0, when t > T4, |η(t)| ≥ ε;
(ii) For any T4 > 0, when t > T4, |η(t)| is oscillatory about

ε.
For case (i), we have

∫ +∞
T4

η2(t)dt ≥
∫ +∞
T4

ε2dt → +∞,
which is a contradiction.

For case (ii), we can choose two sequences ρ(n) and
ρ∗(n) satisfying T4 < ρ1 < ρ∗1 < ρ2 < ρ∗2 < · · · , and
lim

t→+∞
ρn = lim

t→+∞
ρ∗n = +∞ such that

|η(ρn)| ≥ ε; |η(ρ+n )| ≤ ε; |η(ρ∗n)| ≤ ε; |η(ρ∗+n )| ≥ ε;

|η(t)| ≤ ε,∀t ∈ (ρn, ρ
∗
n); |η(t)| ≥ ε,∀t ∈ (ρ∗n, ρn+1);

and then∫ +∞

T4

η2(t)dt =

∫ ρ1

T4

η2(t)dt+

+∞∑
n=1

∫ ρ∗
n

ρn

η2(t)dt

+
+∞∑
n=1

∫ ρn+1

ρ∗
n

η2(t)dt

≥
+∞∑
n=1

∫ ρn+1

ρ∗
n

ε2dt → +∞,

which is also a contradiction.
Combine (22) and (28), we have

lim
t→+∞

x2(t) = x(t).

This completes the proof.

V. AN EXAMPLE

In this section, we give an example to illustrate the
feasibility of our results,

x′
1(t) = x1(t)

[
r1(t)− a1(t)

∫ +∞

0

k1(s)x1(t− s)ds

− b2(t)x2(t− τ)

c(t) + x2(t− τ)

]
,

x′
2(t) = x2(t)

[
r2(t)− a2(t)x2(t− τ)

−
b1(t)

∫ +∞
0

k1(s)x1(t− s)ds

c(t) +
∫ +∞
0

k1(s)x1(t− s)ds

]
,

t ̸= tj , j ∈ N,

x1(t
+
j ) = (1− h1j)x1(tj), (29)

x2(t
+
j ) = (1− h2j)x2(tj).

Let

p(t) =

∫ +∞

0

k1(s)x1(t− s)ds, k1(s) = µ1e
−µ1s,

then (29) can be written as

x′
1(t) = x1(t)

[
r1(t)− a1(t)p(t)−

b2(t)x2(t− τ)

c(t) + x2(t− τ)

]
,

x′
2(t) = x2(t)

[
r2(t)− a2(t)x2(t− τ)− b1(t)p(t)

c(t) + p(t)

]
,

p′(t) = µ1(x1(t)− p(t)), t ̸= tj , j ∈ N,

x1(t
+
j ) = (1− h1j)x1(tj),

x2(t
+
j ) = (1− h2j)x2(tj).

Choose the coefficients

r1(t) = 1.6− 0.2 cos(t), a1(t) = 1.5− 0.2 sin(t),

r2(t) = 0.2− 0.1 sin(t), a2(t) = 1.2 + 0.3 cos(t),

b1(t) = 2 + 0.5 cos(t), b2(t) = 1− 0.5 sin(t),

c(t) = 1, µ1 = 0.5, τ = 0.1, h1j = 1− exp{1
3
},

h2j = 1− exp{1
2
}.

Let ω = 2π, tj = jπ/2, then q = 4. By a direct
calculation, we can get

lim inf
t→+∞

r̃1(t)

r̃2(t)
= 2.8281 > 2.7461

= lim sup
t→+∞

{
a1(t)(c(t) + x∗

1)

b1(t)
,

b2(t)

a2(t)c(t)

}
;

r̃1(t) = r1(t) +
1

ω

q∑
j=1

ln(1− h1j) > 0;

r̃2(t) = r2(t) +
1

ω

q∑
j=1

ln(1− h2j) > 0;

that is the conditions of Theorems 2 and 3 hold, and so the
species x2 will be driven to extinction while the species x1

is asymptotically to any positive solution of x′(t) = x(t)[r1(t)− a1(t)
∫ +∞
0

k1(s)
×x1(t− s)ds], t ̸= tj , j ∈ N,

x(t+j ) = (1− h1j)x(tj),
(30)
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and{
x′(t) = x(t)[r1(t)− a1(t)x1(t)], t ̸= tj , j ∈ N,
x(t+j ) = (1− h1j)x(tj).

(31)

The solutions of systems (29), (30) and (31) corresponding
to initial values are displayed in Figures 1 and 2.
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Fig. 1. Dynamic behaviors of x1 and x2 in system (29) with initial values
(x1(−0.1), x2(−0.1)) = (1, 1.2); x is a solution of system (30).
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Fig. 2. Dynamic behaviors of x1 and x2 in system (29) with initial values
(x1(−0.1), x2(−0.1)) = (1, 1.2); x is a solution of system (31).

VI. CONCLUSION

This paper is concerned with an impulsive nonautonomous
Lotka-Volterra competitive system with discrete delay and
infinite delay, sufficient conditions which guarantee the per-
manence, extinction of the prey species and the predator
species are obtained, respectively.

This paper provided an effective method for the further
study on permanence and extinction of population dynamic
systems with delays and impulses. In fact, our techniques in
this paper are applicable to an impulsive competitive system
with pure discrete delays or pure infinite delays.

As we know, system (1) is a basic model, based on
system (1), we can establish different types of Lotka-Volterra
competitive systems according to the ecological significance,
such as plankton allelopathy systems, functional response
systems and so on, by using the same methods and analytical
techniques, and similar results can be obtained. From the
obtained results, we not only can reveal the inherent law of
the system, and predict the development of the population,
but also can control or adjust the ecological development
of the population in a better way. Future work includes the
study, analysis, and modeling, one may see [16-18].
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