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Abstract—The problem of exponential stability control of 

fuzzy systems is considered via augmented Lyapunov function 
approach. The T-S fuzzy system is established by introducing a 
new random variable on the basis of considering the stochastic 
input delay satisfying Bernoulli distribution. By designing the 
weighted Lyapunov function with exponential term, an 
exponential stability condition based on the bound of random 
input delay is obtained by using linear matrix inequality method, 
and the state feedback fuzzy controller based on random input 
time delay is given. The validity of the results is demonstrated by 
a numerical example. 
 

Index Terms—Fuzzy systems, stochastic delay, exponential 
stability,  augmented Lyapunov function 
 

I. INTRODUCTION 

ime delay exists in most practical systems, which often 
leads to system performance deterioration and even 

system instability [1 2] . Therefore, the research on the 
stability of time-delay systems is not only of theoretical 
significance, but also of important practical application value. 
In the past decades, the stability analysis of time-delay 
systems has become one of the research hotspots in various 

fields [3 5] . Wirtinger's integral inequality is used to deal with 
the integral term generated in the derivation of L-K 
functional, which reduces the conservatism of the stability 

criteria to a certain extent [6] . The stability of T-S fuzzy 
systems is studied by using convex combination 

inequality [7] .  A triple integral is introduced to study the 
robust stability of uncertain systems with time delay in the 
construction of L-K functional. A stability criterion with less 

conservatism is obtained [8] . However, delay information is 
not fully considered in the upper bound of the inner integral 
of the triple integral. Similarly, the methods adopted in [9-11] 
have obtained good results, However, the information of the 
upper and lower bounds of delay is not fully considered in the 
construction of L-K functional, which can further reduce the 
conservatism of the results. In [12], Qi et al. studied the 
problem of controller design for time-delay systems with 
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stochastic disturbances and actuator saturation. By using the 
method of frequency domain analysis, Gherfi et al. proposed 
a control design method of proportional integral fractional 

order filter for first-order systems with time delay [13] . 
Since 1980s, fuzzy control technology and its theory have 

made great progress. In recent years, the stability analysis and 
system design of fuzzy control system have attracted much 
attention, and some beneficial results have been achieved, but 

the theoretical system has not yet been formed [14] . T-S fuzzy 
model was proposed by Takagi and Sugeno in 1985. T-S 
fuzzy model is to fit the same nonlinear system by multiple 
linear systems, use fuzzy algorithm to deconstruct the input 
variables, and then de fuzzify through fuzzy calculus 
reasoning to generate several equations representing the 
relationship between each group of input and output, and 
transform the complex nonlinear problem into the problem on 

different small line segments [15] . The stability analysis of 
T-S model is based on Lyapunov stability theory. It is 
necessary to find a common positive definite matrix P for 
each fuzzy subsystem to satisfy a family of linear matrix 
inequalities, so that the global system is asymptotically stable. 
The difficulty is that there is no good method to solve the 
matrix P and its application is limited. Because the 
application of T-S fuzzy control method in the system which 
is difficult to establish accurate mathematical model has been 
paid more and more attention, many achievements have been 
made in the study of stability of T-S fuzzy control system. 
Therefore, most of these results are based on the solution of 

common Lyapunov function proposed by Tanaka et al [16 17] . 
Xu et al. studied the stabilization of T-S fuzzy systems with 
mixed delays. A new Lyapunov function is designed by using 
the switching idea, which depends on both integral variables 
and membership functions. Therefore, the time derivative 
information of membership function can also be used. In 
addition, the requirement of positive definiteness of matching 
matrix for Lyapunov function is relaxed. Then the switch 
controller is designed to ensure the stability of the closed-loop 

system [18] . Ren studies the robust H
 stabilization of 

stochastic T-S fuzzy singular Markov jump systems with time 
delay by using integral sliding mode control. On the basis of 
fully considering the singular derivative matrix, a new fuzzy 
integral sliding surface function is designed. A delay 
dependent criterion is derived by Using LMI technique. In 
addition, in order to ensure the stochastic admissibility of the 
closed-loop system, a suitable sliding mode control law is 
designed to make the trajectory of the controlled system reach 

the specified sliding surface in finite time [19] . A sufficient 
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condition for stochastic stability dependent on time-varying 
delay bounds is established. The L1-gain performance of 

standard linear programming is analyzed [20] . Ge et al. 
Studied the robust H

stabilization of time-varying delay T-S 

fuzzy systems based on memory sampling control [21] . The 
α-exponential stability analysis and control problems of T-S 
fuzzy systems are discussed in [22]. A sufficient condition for 
α-exponential stability of controlled systems with L1-gain 
constraints is given.  

However, most of the above results are concerned with the 
asymptotic stability analysis of fuzzy systems with state delay, 
while the research results are few on input delay, especially 
stochastic input delay system. Moreover, the results involving 
exponential stability are fewer. Because of this, the 
exponential stability control of T-S fuzzy systems with input 
delay is studied in this paper. The T-S fuzzy control method is 
used to describe the stochastic input delay by using the 
stochastic variable satisfying Bernoulli, and the mathematical 
model of the nonlinear system with input delay is established. 
By constructing an improved augmented Lyapunov function, 
the exponential stability condition is explored. 

II. PROBLEM FORMULATION 

Consider the following fuzzy system with stochastic input 
delay 
Rule i : 

IF )(1 tz  is iM1  and )(2 tz  is iM 2  ,…, and )(tzn  

is i
nM  

THEN 

 ( ) ( ( )) ( ) ( ( ))i i ix t A A t x t B u t t          (1) 

where T
n tztztztz )](     )(   )([)( 21   is the premise 

variable, ( ) nx t R  is the system state， ( ( )) mu t t R   

is the controlled input with stochastic delay, 

( 1,   2,   ,    ;    1,   2,   ,   )i
kM i r k n    are fuzzy 

sets. n n
iA R   are constant matrices, n m

iB R   are input 

matrix, r  is the number of IF-THEN rules. ( )t  is a 

stochastic input delay satisfying ( ) [0,  ]t  . 

( ) n n
iA t R    satisfies： 

( ) ( )i iA t DF t E   

where , iD E  are constant matrices ， ( )F t  satisfies 

( ) ( )TF t F t I . T-S fuzzy system is described by 

1

( ) ( ( ))[( ( )) ( )

         ( ( ))]

 ( ) ( )                 [   0]

r

i i i
i

i

x t z t A A t x t

B u t t

x t t t ,




 



  

 

  



    (2) 

where 





n

k
k

i
ki tzMtz

1

))(())((  

1

( ( ))
( ( ))

( ( ))

i
i r

i
i

z t
z t

z t









 

and ))(( tzi  satisfying 

   0))(( tzi ,        
1

( ( )) 0
r

i
i

z t


   

We will design the controller as 

1

( ) ( ( )) ( )
r

i i
i

u t z t K x t


                        (3) 

With  (3) and (2), we obtain 

1 1

( ) ( ( )) ( ( ))[( ( )) ( )

          ( ( ))]

 ( ) ( )                 [   0]

r r

i j i i
i j

i j

x t z t z t A A t x t

B K x t t

x t t t ,

 



 

 

  

 

  



 (4) 

where ( )t is the initial condition of the state, and satisfies 

|| ( ) ||      [ ,  0]t t      

where  is a positive constant  

In order to deal with the stochastic input delay, we make 

1 [0,  ]  , 

1 1

2 1

{ : ( ) [0,  )}

{ : ( ) [ ,  ]}

t t

t t

 
  

  
  

 

 Obviously  

1 2     

Then we define two functions as 

1
1

1

2
2

1 2

( )    
( )

0        

( )    
( )

       

t t
h t

t

t t
h t

t







  


  

                (5) 

( )t  is defined as 

1

2

1         
( )

0        

t
t

t



  

                 (6) 

where we suppose that ( )t  is a Bernoulli distributed 

sequence satisfying 
Pr { ( ) 1} { ( )}ob t E t      

where [0,1]   is a constant. 

With the functions 1 2( ), ( )h t h t  and the stochastic 

variable ( )t , the closed system (4) can be equivalently 

written as  
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1 1

1

2

1 1

( ) ( ( )) ( ( ))[ ( )

         ( ) ( ( ))

         (1 ( )) ( ( ))]

       ( ( )) ( ( )) ( )

 ( ) ( )              [   0]

r r

i j i
i j

i j

i j

r r

i j ij
i j

x t z t z t A x t

t B K x t h t

t B K x t h t

z t z t A t

x t t t ,

 





  

 

 

 



 

  



  







         (7) 

where 

1 2

[    ( )   (1 ( )) ]

( ) [ ( ),   ( ( )),   ( ( ))]

( )

ij i i j i j

T T T T

i i i

A A t B K t B K

t x t x t h t x t h t

A A A t

 



 

  

  

 

Remark1. The fuzzy system is modeled as a stochastic 
system satisfying Bernoulli distribution according to the 
probability ( )t  of random delay in different intervals. And 

the influence of external disturbance on the system was 
considered. 

III. MAIN RESULTS 

Definition1 [10]
 For the system (7), if there exist constants 

0  and 1  such that 

0

{|| ( ) ||} sup {|| ( ) ||}e t

d s

E x t E s   

  
   0t  

then the system (7) is mean-square exponentially stable. 

Lemma1
[2]

For any vectors ,a b  and matrices , , ,N X Y Z  

with appropriate dimensions, if the following matrix 
inequality holds 

0
T

X Y

Y Z

 
 

   
then we have 

, ,
2 inf

T

T
T TX Y Z

a X Y N a
a Nb

b Y N Z b

     
              

Lemma2 [8]  For the matrices , (1 )i iX Y i r   and 

positive-definite matrix 0S   with appropriate dimensions, 
the following inequality is hold 

1 1 1 1

1 1

   2

( )

r r r r
T

i j p l ij pl
i j p l

r r
T T

i j ij ij ij ij
i j

X SY

X SX Y SY

   

 

   

 

 




 

where (1 )i i r    denotes ( ( )) 0i z t  , and  

1

( ( )) 1
r

i
i

z t


  

Lemma3
[4]

 The linear matrix inequality  

( ) ( )
0

* ( )

Y x W x

R x

 
 

 
 

is equivalent to 

( ) 0R x  , 1( ) ( ) ( ) ( ) 0TY x W x R x W x   

where the matrices ( ) ( ), ( ) ( )T TY x Y x R x R x   depend 

on x . 

Lemma4 [9]  For constant 0   and matrices , ,D E F ，

satisfying TF F I ，then the following inequality holds 
1T T T T TDEF E F D DD E E      

Theorem1 If there exist positive-definite matrices 

, n nP R R   and matrices m n
jK R   ( 1,2, , )j r   

and ,ij iX Y   ( , 1,2,3)i j   with appropriate dimensions, 

and constants  0,1 0    , such that the following 

matrix inequality holds 

11 12 13

22 23

33

* 0

* *

   
      

  

           (8) 

where 

11 11

12 1 12

13 13 1

22 22 2 2

23 2 3 23

33 33 3 3

2

(1 ) (1 )

(1 )

T T
i i i i

T
i j i i j

T
i j i i j

T T T
j i i j

T

T T T
j i i j

PA A P P X A RA

P B K Y X A R B K

P B K X Y A R B K

X Y Y K B R B K

Y Y X

X Y Y K B R B K

  

   

   

  



  

     

    

      

    

    

     

 

the closed system (7) is mean-square exponentially stable. 
Proof   The Lyapunov function is selected as 

0 2 ( )( ) ( ) ( ) ( ) ( )
tT T s t

t
V t x t Px t x s Re x s dsd

 


 
       

where ,P R  are positive-definite matrices. And, we have 

0
2

0
2 ( )

2 ( )

2 ( )

( ) 2 ( )

2 ( ) ( ) ( ) ( )

  ( ) ( )

  2 ( ) ( ) 2 ( )

2 ( ) ( ) ( ) ( )

  ( ) ( )

  2 ( ) ( )

T T

T

t
T s t

t

T T

t
T s t

t

T s t

t

V t V t

x t Px t x t Rx t

x t Re x t d

x s Re x s dsd V t

x t Px t x t Rx t

x s Re x s ds

x s Re x s dsd







 











  

  



 





 









 

  

 

 






 





  

 

 

  

 

 
0

0
2 ( )

2 ( )

  2 ( ) ( ) 2 ( ) ( )

2 ( ) ( ) ( ) ( ) 2 ( ) ( )

  ( ) ( )

t

t
T T s t

t

T T T

t T s t

t

x t Px t x s Re x s dsd

x t Px t x t Rx t x t Px t

x s Re x s ds

 



 





  

 

 



 





 

  



 
 



 

  

 
 (9) 

With 
1

2

( )

1 2 ( )
( ( )) ( ( )) ( ) 0

t h t

t h t
x t h t x t h t x s ds




       
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for any 4n n  matrix 1 2 3

TT T TN N N N    , we 

know 
1

2

( )

1 2 ( )
0 ( ) [ ( ( )) ( ( )) ( ) ]

t h tT

t h t
t N x t h t x t h t x s ds




      

        (10) 
With lemma1 and the formula (10), we obtain 

1

2

2

1 2

( )

2 ( )( )

1 2

2 1

2 ( )

0 2 ( ) [ ( ( )) ( ( ))]

( ) ( )
    

( ) ( )

 2 ( ) [ ( ( )) ( ( ))]

    ( ( ) ( )) ( ) ( )

    ( ) ( )

T

T
t h t

T T s tt h t

T

T

T s t

t h

t N x t h t x t h t

t X Y N t
ds

x s Y N Re x s

t Y x t h t x t h t

h t h t t X t

x s Re x s ds







 



 









   

     
           

   

 



  

 1 ( )

( )

1 2

2 ( )

 2 ( ) [ ( ( )) ( ( ))]

    ( ) ( ) ( ) ( )

t h t

t

T

t
T T s t

t

t Y x t h t x t h t

t X t x s Re x s ds





 







   

 



  

 

(11) 
Inserting (11) into (9) 

 

1

( ) 2 ( ) 2 ( ) ( ) ( ) ( )

                         2 ( ) ( )

                         2 ( ) [ ( ( ))

T T

T

T

V t V t x t Px t x t Rx t

x t Px t

t Y x t h t

 





  



 

   
 

 

2

1 1

1

2

   ( ( ))] ( ) ( )

( ( )) ( ( )){ ( )[

   2 ] ( ) 2 ( ) ( )

   2 ( ) ( ) ( ( ))

   2 ( ) (1 ( )) ( ( ))

   2 ( ) 0 0 ( )

   ( ) ( )

T

r r
T T

i j i i
i j

T
di

T
i j

T
i j

T

T T

x t h t t X t

z t z t x t PA A P

P x t x t PA x t d

x t P t B K x t h t

x t P t B K x t h t

t Y I I t

t X t x

 

 







 

  

 

  

 

  

 

  

 

 



 ( ) ( )t Rx t

  (12) 

With lemma2, we have 

1 1 1 1

1 1

1 1

   ( ) ( )

( ( )) ( ( )) ( ( )) ( ( ))

   ( ( )) ( ( ))

( ( )) ( ( )) ( ) ( )

( ( )) ( ( )) ( ) ( )

T

r r r r

i j p l
i j p l

T
ij pl

r r
T T

i j ij ij
i j

r r
T

i j
i j

x t Rx t

z t z t z t z t

A t R A t

z t z t t A RA t

z t z t t t



    

 

    

    

   

 

 







 







 

 

(13) 
where

2

2

( ) (1 ( ))

( ) ( )(1 ( ))

(1 ( ))

T T T
i i i i j i i j

T T T T
j i i j j i i j

T T
j i i j

A RA A R t B K A R t B K

t K B RB K t t K B RB K

t K B RB K

 
  



 
     
    

    Obviously 

 
1

2

3

1 1

2 2 2 3

3 3

2 ( ) 0 ( )

0

( ) ( )

T

T T T

T

Y

t Y I I t

Y

Y Y

t Y Y Y Y t

Y Y

 

 

 
   
  

 
      
     

 (14) 

Inserting the formulas (13), (14) into the inequality (12), 
and with inequality (5), we obtain  

2

2 2 2
max max

{ } { (0)}e

        [ ( ) ( ) ] {|| ( ) || }e

t

t

E V E V

P R E t



   







 
       

(15) 
Obviously 

2
min{ ( )} ( ) {|| ( ) || }E V t P E x t     (16) 

From the inequalities (15) and (16), we obtain 
2

max max

min

( ) ( )
{|| ( ) ||} {|| ( ) ||}e

( )
tP R

E x t E t
P

   





  With the definition1, the closed system (7) is exponentially 
stable.  
Remark2. In theorem 1, the sufficient condition (8) is not a 
linear matrix inequality, which cannot be solved by the tool of 
the LMI toolbox in MATLAB.  
Theorem 2 If there exist positive-definite matrices 

, n nP R R  and matrices m n
jK R   ( 1,2,j   

, )r ，  ,  ( , 1,2,3)ij iX Y i j   and constants 

0,1 0    , such that the following linear matrix 

inequalities hold 

11 12 13 14 15 16 17 18

22 23 24

33 35

44

55

1

2

3

* 0 0 0 0

* * 0 0 0 0

* * * 0 0 0 0
0

* * * * 0 0 0

* * * * * 0 0

* * * * * * 0

* * * * * * *

I

I

I






        
    

  
    
 
  
 
 

 

 

(17) 
where 

11 11 1

12 12 1

13 1 13

14

15

16

17

18

2

(1 )

(1 )

(1 )

T T
i i

i j

i j

T
i

T
i

T
i

T
i

T
i

A P PA P X DD

B K X Y

B K Y X

PA

PA

PE

PE

PE

  

 

 



 



 

     

   

    

 

  

 

 

  
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22 22 2 2

23 23 3 2

24

33 33 3 3

35

44 1 2

55 1 3

(1 )

(1 )

T

T

T T
j i

T

T T
j i

T

T

X Y Y

X Y Y

K B

X Y Y

K B

R DD

R DD









 

  

  

   

   

 

   

  

   

    

 

with the controller 1( ) ( ( )) ( )
r

i i
i

u t z t K P x t  , the 

closed system (7) is mean-square exponentially stable. 
Proof.  

0

0

1
0 1 1 2

(1 )

0

(1 )

0

  0

0

0

     (1 ) 0 0

1 1
  

T T T
i i i i j i i j

T T
j i i j

T T
j i i j

T T
i i i i j

T T
j i i j

T T
i i i i j

T T
j i i j

T T

A RA A R B K A R B K

K B R B K

K B RB K

A RA A RB K

K B RB K

A RA A RB K

K B RB K

R

 
 





 

  




 
      
    
 
     
   
 
    
   

    1
2(1 )

R 
 




where 

011 012 13 1

0 022 2 3 23

33 3 3

011 11

012 1 12

022 22 2 2

(1 )

2

i j
T

T

T
i i

i j

T

P B K X Y

Y Y X

X Y Y

PA A P P X

P B K Y X

X Y Y

 




 
 



     
        
     

    
   

   

 

1

2

0

(1 ) 0 (1 )

i i j

i i j

RA RB K

RA RB K

  

    

   
    

 

With lemma3, 0   is equivalent to 

11 12 13

22 23

33

(1 )

* 0

0* * 0 (1 )

* * * 0

* * * * (1 )

T T
i i

T T
j i

T T
j i

A R A R

K B R

K B R

R

R

  


 


 

    
   
    
 

 
   

 

11 11

12 1 12

13 13

22 22 2 2

23 23 3 2

33 33 3 3

2

(1 )

T
i i

i j

i j

T

T

T

PA A P P X

P B K Y X

P B K X Y

X Y Y

X Y Y

X Y Y

 
 

 







    

   

    

   

   

   

 

Obviously 

0 1 1 1 1 2 2

2 2 3 3 3 3

0 1 1 1 1 1 2 2 2
1

2 2 3 3 3 3 3
2 3

( ) ( ) ( )

     ( ) ( ) ( )

1
   

1 1
      

T T T T T

T T T T

T T T

T T T

F t F t F t

F t F t F t

     

     

       


      
 

     

  

    

  

 

where 

011 012 013

022 023

0 033

011 11

012 1 12

013 13 1

022 22 2 2

023 23 3

(1 )

0

0 (1 )

0

(1 )

2

(1 )

T T
i i

T T
j i

T T
j i

T
i i

i j

i j

T

T

A R A R

K B R

K B R

R

R

PA A P P X

P B K Y X

P B K X Y

X Y Y

X Y

  


 


 

 
 

 





    
    
      
 
    

       
    
   

    

   

   

 
 
 

2

033 33 3 3

1

2

3

1

2

3

0 0 0 0

0 0 0 0

(1 ) 0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

T

T

i

i

i

T

T

Y

X Y Y

D P

E

E

E

D R

D R





 

  







   

   


 



   
     

With lemma4, 0   is equivalent to 

11 12 13 14 15 16 17 18

22 23 24

33 35

44

55

1

2

3

0 0 0 0

0 0 0 0

0 0 0 0
0

0 0 0

0 0

0

I

I

I






        
     
    

       
     
       
       
 
        

 

(18) 
where 
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11 11 1

12 12 1

13 22 2 2 1 13

14

15

16

17

18

22 22 2 2

23 23 3 2

24

33 33 3 3

35

2

(1 )

(1 )

(1 )

(1

T T
i i

i j

T
i j

T
i

T
i

T
i

T
i

T
i

T

T

T T
j i

T

PA A P P X PDD P

P B K X Y

X Y Y P B K Y X

A R

A R

E

E

E

X Y Y

X Y Y

K B R

X Y Y

  
 

  



 



 









 

     

   

      

 

  

 

 

  

   

   

 

   

  

44 2

55 3

)

(1 )

T T
j i

T

T

K B R

RDD R R

RDD R R

 

  

  

   
 

Multiply by 1 1 1 1 1{               }diag P P P R R I I I      on 

both sides of equation (18), and assuming 
1 1 1 1 1 1 1        j j ij ij i iP P K K P X P X P Y P Y P R R           t

the inequality 0  is equivalent to (17). Therefore, (17) is 
equivalent to (8).  
Remark3. With the lemma1-4, a sufficient condition (17) is 
obtained in terms of linear matrix inequality in theorem2. 
Remark4. In theorem 2, when the value of exponential 
stability   is given, condition (17) is a linear matrix 
inequality. If we want to optimize the exponential stability  , 
we can select different values of   and solve it many times, 
so as to get the optimization result. 

IV. SIMULATION 

Consider the fuzzy system (7), where  

1 2 1 2

2 2 2 0 0.2 0.2
, , , ,

5 7 1 1 0.1 0.5
A A B B

        
                 

   11 21

1
, 0.01 0.02 , 1 2

2
D E E

 
   
 

, 

 31 0.01 0.2E  , ( ) 0.3cos , 1, 0.2,F t t     , 

0.3   

Solving the sufficient condition (17), the fuzzy controller 
gain matrix as 

1
1 1

1
2 2

[ 2.2445  1.5867]

[0.5672  1.6778]

K K P

K K P





   

  
 

Theoretically, the system (7) is exponentially stable. If we 
choose the following initial conditions 

11

12

21

22

(0) 5

(0) 6

(0) 3

(0) 5

x

x

x

x

   
   
   
   
     

 

the simulation results as 

 
Fig.1 The response curve of the system state

11( )x t  

 
Fig.2 The response curve of the system state

12 ( )x t  

 
Fig.3 The response curve of the system state

21( )x t  
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Fig.4 The response curve of the system state
22( )x t  

From the response curves of the four system state, the state 
convergence speed of the system is fast and the state is 
exponential convergence. The overshoot of state convergence 
is small and the stability is good, so the control design method 
given in this paper is feasible. 

V. CONCLUSION 

T-S fuzzy approach is used to model a fuzzy system with a 
stochastic input delay in this paper. A stochastic variable is 
introduced to model the controlled system as a new stochastic 
system. An exponential stability condition is obtained by 
constructing a weighted Lyapunov function. Then, the state 
feedback fuzzy controller is designed.  
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