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Abstract—Identifying high-risk areas and understanding the spatial distribution of malaria is crucial for developing an early warning system for preventing, controlling, and providing targeted antimalaria interventions. Global Moran’s I has been used to analyzing spatial dependence and Bayesian hierarchical models to figure out the spatial distribution and high-risk areas of malaria disease at sub-district level in Bandung city, Indonesia. We used malaria incidence data collected in 2018 for 30 sub-districts, and considered two risk factors: altitude and healthy behaviors. We evaluated 24 models by combining four likelihoods: Poisson (P), Negative Binomial (NB), Zero Inflated Poisson (ZIP), and Zero Negative Binomial (ZNB) distributions; two spatially-structured: Besag, York, and Mollié (BYM) and Leroux priors and three hyperparameter distributions: Half Cauchy (HC), Uniform (U) and Inverse Gamma (IG). Using deviance information criteria (DIC), Watanabe Akaike information criteria (WAIC) and Pseudo determination coefficient (R²), we found that the spatial model with Poisson distribution as the likelihood, BYM for spatial structure prior, and Uniform as the hyperprior distribution had a better fit to explain the relationship between risk factors and malaria relative risk over sub-districts.
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I. INTRODUCTION

Malaria has been known as a mosquito-borne infectious disease that may cause death. It is transmitted to human through the bites of infected female Anopheles mosquitoes [1]. World Health Organization (WHO) mentioned that in 2018, there were an estimated 228 million incidences of malaria worldwide and 405,000 died. In 2008, total funding for controlling and reducing malaria incidences reached an estimated US$ 2.7 billion [1].

The geographical variation of disease burden and limited resources cause disease control and treatment to become challenging [2]. Account for the spatial heterogeneity and focus on high-risk regions is a common strategy used to overcome the limited resources. Hence, identifying spatial distribution and high-risk regions can be a crucial step for developing an early warning system for a better quality of life by preparing an effective and efficient solution to control and prevent disease transmission with a limited budget [3]. Spatial analysis is often used to identify high-risk area and the critical risk factors. Hence, disease control could be more directed.

Weather information and quality of life, such as healthy behaviors are widely used to predict disease risk variation over space [4]. However, for a small area, climate information including temperature, precipitation, and humidity may have a single value for all areas because of the limitation of weather monitoring stations. Altitude is commonly used to represent the weather variation over areas. Altitude and health behaviors information could be used effectively to improve public health awareness in a bid to prevent certain epidemics such as malaria disease. Prevention consists of detection, monitoring, and predicting disease risk that might lead to an early warning system [3].

We provide the spatial analysis to explore the spatial distribution of malaria risk in Bandung city, Indonesia and verify the risk factors which are related to the incidence risk at sub-district level. We assessed two spatial methods to address the spatial variations of malaria disease risk. The first method is descriptive approach using the standardized incidence ratio (SIR), and the second method is model-based approach using Bayesian hierarchical model. We considered using a Bayesian hierarchical Poisson model, including spatially structured and unstructured effects. Spatially structured effects is used to model spatial dependence and spatially unstructured effect for modeling spatial heterogeneity. Bayesian approach in disease mapping study gives some advantages such as its ability to account for uncertainty in the risk estimates and provide exceedance posterior probability which is useful to define high-risk clusters [3].

The rest of paper is structured as follows: In section 2, we describe spatial modelling, including discussion of global Moran’s I and incidence risk modelling. Section 3 contains the empirical estimation result on spatial modelling of malaria in Bandung city, Indonesia, while section 4 consists of discussion and conclusions.
II. SPATIAL MODELLING FOR DEVELOPING AN EARLY WARNING SYSTEM

A. Global Moran’s I

Identify the high-risk clusters of disease risk is the crucial step in developing an early warning system. The disease clustering can be determined by evaluating the spatial dependence of disease risk across areas. Investigation of spatial dependence across sub-districts is critical in spatial modelling to provide information on whether or not the disease transmission is caused by area proximity. Disease clustering provides information on high-risk clusters. Moran’s I is widely used for identifying global spatial autocorrelation in order to detecting spatial clustering of disease risk [5].

Define \( y_i \) denotes the number of incidences and \( N_i \) as the population at risk at spatial unit \( i \) (\( i = 1, \ldots, n \)) with \( n \) denotes the number of spatial observations (e.g., sub-districts). Moran’s I is defined as follows [6]:

\[
I = \frac{1}{s^2_y} \sum \frac{\sum w_{ij} (y_i - y) (y_j - y)}{\sum w_{ij}}
\]

(1)

where \( y = \frac{1}{n} \sum_{i=1}^{n} y_i, s^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - y)^2, i \) and \( j \) are the sub-district indexes and \( w_{ij} \) is the element of spatial weight matrix \( W \) and defined as:

\[
w_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are adjacent neighbors} \\ 0 & \text{otherwise} \end{cases}
\]

This study considered queen adjacency spatial weight matrix \( W \). Moran’s I coefficient takes values from -1 to 1. Zero value indicates there was no global spatial autocorrelation or no spatial cluster. The strong spatial cluster is indicated by positive and large value the Moran’s I coefficient.

B. Standardized incidence ratio

The disease risk is widely measured by relative risk (RR) that is the ratio of number of incidence and expected number of incidence. The expected number of incidence is a function of population at risk and/or demographic (e.g., age and gender). Let \( y_i \) denotes the number of incidences at spatial unit \( i \) which is count data with mean \( \mu_i \) [8]. In order to evaluate the disease risk over spatial units and accommodate different structure in population risk such as age-and sex, \( \mu_i \) is commonly defined by product of relative risk (\( \theta_i \)) and expected disease incidence \( (E_i) \). \( E_i \) is calculated by accounting the population at risk at spatial unit

\[
\tilde{\theta}_i = \frac{y_i}{E_i}
\]

(2)

and its asymptotically standard errors (SE) is:

\[
SE(\tilde{\theta}_i) = \frac{\sqrt{y_i}}{E_i}
\]

(3)

The equation (2) is known as the crude relative risk and it is a kind of descriptive approach. The crude risk SIR is often used in disease mapping but it has many drawbacks. First, SIR is unreliable for a small area level because it tends to be high for the small expected count [9]. Second, SIR cannot be used to model the risk factors [3].

C. Distribution for disease count

There are two distributions were commonly used to model disease count data. First Poisson distribution and second Negative Binomial distribution. The Poisson regression model is similar to equation (4) [3]. However, the equality assumption may be violated because of spatial dependency or heterogeneity. When the variance is larger than the mean is known as overdispersion (i.e., \( Var(\gamma_i) > E(\gamma_i) \)). The violation of the equality assumption lead to bias standard errors estimates and cause test statistics become wrong. Negative Binomial distribution was used to model the overdispersion. The idea behind the negative binomial regression model is by including second parameter \( \mu_i \) into the Poisson distribution to model the variance of \( y_i \) with \( \epsilon_i \) follows a Gamma distribution. The equation (5) can be extended becomes Eq. (6), [3, 10]:

\[
y_i | E_i, \theta_i \sim \text{Poisson}(E_i, \theta_i) \quad \text{and} \quad \epsilon_i \sim \text{Gamma}(\mu, \nu)
\]

(5)

\[
y_i | E_i, \theta_i, \epsilon_i \sim \text{Poisson}(E_i, \theta_i) \quad \text{and} \quad \epsilon_i \sim \text{Gamma}(\mu, \nu)
\]

(6)

for \( y_i = 0, 1, 2, \ldots \) and \( \nu > 0 \). The Poisson-Gamma mixture distribution of \( y_i \) is [3]:

\[
p(y_i | E_i, \theta_i, \epsilon_i) = \frac{\Gamma(\mu + \nu) \exp(-\epsilon_i \epsilon_i / \nu)}{\Gamma(\nu) \Gamma(\mu)} \left( \frac{\epsilon_i}{\nu} \right)^{\nu-1} \exp(-\epsilon_i \mu / \nu)(\epsilon_i \mu / \nu)^{\nu - 1}
\]

(7)

By integrating out \( \epsilon_i \) we get the marginal probability of \( y_i \) which is a Negative Binomial (NB) distribution [10]:

\[
p(y_i | E_i, \theta_i, \mu, \nu) = \frac{\Gamma(\nu + \mu)}{\Gamma(\nu + 1) \Gamma(\mu)} \left( \frac{E_i \theta_i}{\mu + \nu} \right)^{\nu} \left( \frac{\mu}{\mu + \nu} \right)^{\nu - 1}
\]

(8)

The mean and variance of NB distribution are \( E(y_i) = E_i \theta_i \) and \( Var(y_i) = E_i \theta_i + (E_i \theta_i)^2 / \nu \) respectively, with \( \nu \) is the additional Poisson variation parameter. The NB distribution

2.3. Loglinear model

To overcome the drawback of SIR, model based approach is used. Using model based approach it is possible to account the risk factors in estimating the relative risk which is modeled through mean function. For count data, generalized linear model (GLM) i.e., log-linear model could be used. Iven the \( K \) number of risk factors, the loglinear model of the mean \( \mu_i \) is presented as [3, 8, 9]:

\[
\log E(y_i | x_i) = \text{offset}(log E_i) + x_i^T \beta + \epsilon_i, \quad i = 1, \ldots, n
\]

(4)

\[
\text{offset}(log E_i) \text{ explains the regression coefficient of log } E_i \text{ is constrained to } 1, \quad x_i = (1, x_{i1}, \ldots, x_{ik})' \text{ is a } (K + 1) \times 1 \text{ vector of } K \text{ number of risk factors, } \beta = (\beta_0, \beta_1, \ldots, \beta_k)' \text{ is } (K + 1) \times 1 \text{ vector of regression coefficients, and the last components } \epsilon_i \text{ is random effect component. It is used to account the spatially structured and unstructured effects.} \]
has greater variance than the its mean, so that NB is appropriate distribution to deal with overdispersion. If \( \theta \rightarrow \infty \), the NB distribution is just a Poisson distribution. Although NB is appropriate to be used to model data with overdispersion, it is not good enough to use if the model involves a lot of zero data. Large number of zeros in the data cause the Poisson and NB regression models are not appropriate to be used to predict the zero observations [11, 12]. The excess zeros are also a source of overdispersion [13].

Zero-inflated (ZI) models were used to model excess zeros [14]. It is specified as:

\[
y_i = \begin{cases} 
 f(y_i) & \text{with probability } 1 - \pi_i \\
 0 & \text{with probability } \pi_i 
\end{cases}
\]  (9)

We considered Zero Inflated Poisson (ZIP) and Zero Inflated Negative Binomial (ZINB) for \( f(y_i) \) and \( \pi_i \) the zero-inflation probability. By assuming that the \( \theta_i \) and \( \epsilon_i \) are the relative risk and overdispersion parameters of the NB distribution respectively, then the Eq. (9) can be defined as [12]:

\[
y_i \mid E_i, \theta_i, \pi_i \sim \text{ZIP}(E_i \theta_i, \pi_i) \]  (10)

for ZIP distribution, or

\[
y_i \mid E_i, \theta_i, \pi_i, \epsilon_i \sim \text{ZINB}(E_i \theta_i, \pi_i, \epsilon_i) \]  (11)

for ZINB distribution. Note that, \( \lambda_i = E_i \theta_i \) and \( \pi_i \) is modeled using canonical link function [12]:

\[
\logit(\pi_i) = x_i^T \beta + \text{offset}(\log(E_i))
\]  (12)

where \( x_i \) is a vector regression coefficient of the logit model.

D. Hierarchical models for relative risks

Hierarchical models of relative risk are often used to smooth the relative risk estimate as well as overcome the overdispersion and excess zeros problems. The model is flexible for smoothing purpose by introducing random effect components. The random effect components may capture the spatial heterogeneity and spatial dependence:

\[
\log(\lambda_i) = \text{offset}(\log(E_i)) + \alpha + \beta_1 x_{i1} + \beta_2 x_{i2} + \\
\omega_i + v_i; i = 1, \ldots, n
\]  (13)

where \( x \) in an intercept and describes the overall relative risk, \( \beta_1 \) and \( \beta_2 \) denotes the regression coefficients of latitude (\( x_1 \)) and healthy behaviors (\( x_2 \)). We used intrinsic conditional autoregressive (iCAR) or BYM CAR prior for the spatially structured random effect of region \( i (\omega_i) \) [15]:

\[
\omega_i | \omega_{-i}, \sigma_w^2 \sim \mathcal{N}

\left(
\frac{\sum_{j=1}^{n} w_{ij} \omega_j}{\sum_{j=1}^{n} w_{ij}}, \sigma_w^2
\right)
\]  (14)

where \( w_{ij} \) is similar to \( w_{ij} \) in equation (1) \( \sigma_w^2 \) is the variance parameter of \( \omega_i \). We also consider Leroux CAR prior [16]:

\[
\omega_i | \omega_{-i}, \sigma_w^2 \sim \mathcal{N}

\left(
\frac{\sum_{j=1}^{n} w_{ij} \omega_j}{\sum_{j=1}^{n} w_{ij} + \rho (\sum_{j=1}^{n} w_{ij} + 1 - \rho)}, \sigma_w^2
\right)
\]  (15)

where \( \rho \) denotes the parameter autoregressive. Note that iCAR is the limiting case of the Leroux prior when \( \rho \) equals 1. The spatially unstructured random effect \( v_i \) is modeled by an exchangeable prior:

\[
v_i | \sigma_v^2 \sim \mathcal{N}

\left(0, \frac{1}{\sigma_v^2}\right)
\]  (16)

where \( \sigma_v^2 \) is the variance parameter of \( v_i \).

We assigned a vague Gaussian prior distribution for \( \alpha, \beta_1, \alpha, \beta_2 \), that is, \( (\alpha, \beta_1, \beta_2, \rho) \sim \mathcal{N}(0, 10^6) \) and \( \log(\rho / (1 - \rho)) \sim \mathcal{N}(0, 100) \) [12]. For each variance, parameters are commonly assigned by inverse Gamma prior. However, it is too sensitive to the variation of the hyperprior parameters [17]. Here we use half Cauchy (HC) prior for standard deviation of each random components. Gelman (2006) [17] proposed 25 as scale parameter for the HC hyper-prior. To select the best prior and hyperprior distributions, we use model selection techniques. We consider deviance information criterion (DIC), Watanabe Akaike information criterion (WAIC), and the pseudo coefficient of determination (R²). We fit the model in equation (4) using Integrated Nested Laplace Approximation (INLA) [18]. Bayesian exceedance probability [19, 20, 21] is computed to test the significant high-risk areas namely hotspots. The models were estimated using R-INLA packages.

INLA works in three hierarchies: the first is the likelihood model \( p(y | \Phi, \Psi) \), where \( y \) is the vector observation, \( \Phi = (\alpha, \beta_1, \beta_2, \omega, \nu, \rho)' \) is a vector parameters and \( \Psi = (\sigma_w^2, \sigma_v^2)' \) denotes the vector of hyperparameter. The second is defining the latent Gaussian field (GMRF), \( p(\Phi | \Psi) \sim \mathcal{N}(\mu(\Psi), Q^{-1}(\Psi)) \). The last hierarchy is defining hyperprior distribution of the hyperparameter \( \Psi \). The hyperprior distribution is denoted by \( p(\Psi) \). The posterior marginal of \( \Phi_i \) is [22]:

\[
p(\Phi_i | y) = \int \ p(\Phi_i | \Psi, y) p(\Psi | y) d\Psi
\]

All parameters models are approximated by INLA using the finite sum:

\[
\tilde{p}(\Phi_i | y) = \sum_j \tilde{p}(\Phi_i | \Psi^{(j)}, y) \tilde{p}(\Psi^{(j)} | y) \Delta^{(j)}
\]  (18)

where \( \tilde{p}(\Phi_i | \Psi^{(j)}, y) \) and \( \tilde{p}(\Psi^{(j)} | y) \) denote approximation of \( p(\Phi_i | \Psi^{(j)}, y) \) and \( p(\Psi^{(j)} | y) \). Equation (18) is evaluated at support grid points \( \Psi^{(j)} \) using suitable weights \( \Delta^{(j)} \).

III. RESULT AND DISCUSSION

A. Data exploration

We used malaria incidences data in 2018 in 30 sub-districts of Bandung city. To estimate the relative risk (RR) and identify the high-risk clusters for developing an early warning system, a number of population is needed to adjust the population at risk variation over space. To facilitate the ecological hypothesis, two covariates altitude and healthy behaviors were used. The altitude was used as a representation of the weather variables such as temperature, humidity, and precipitation which have a high correlation with the altitude (Kazembe, 2007). The data presented in Table 1 was obtained from http://data.bandung.go.id/. The average of number of incidences per sub-districts for the entire city was 1 (range: 1-3), and the average of the population at risk was 83,457 (range: 24,929-13,635) with overall mean incidence rate was 1 (range: 0-3) episodes per...
100,000 persons in 2018. In 2018, the highest number of incidences of malaria were found in Buah Batu, Kiara Condong, and Sukajadi sub-districts. We observed that there were 14 (46.6%) sub-districts which have zero incidences. The excess zeros incidences may lead to overdispersion problem.

### TABLE I

<table>
<thead>
<tr>
<th>id</th>
<th>Sub-District</th>
<th>Malaria Incidences</th>
<th>Population at Risk</th>
<th>Altitude</th>
<th>Population Density</th>
<th>Healthy Behaviors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Andir</td>
<td>106,498</td>
<td>733,000</td>
<td>0.41</td>
<td>20.759</td>
<td>56.900</td>
</tr>
<tr>
<td>2</td>
<td>Antapani</td>
<td>77,293</td>
<td>690,000</td>
<td>0.23</td>
<td>21.859</td>
<td>71.540</td>
</tr>
<tr>
<td>3</td>
<td>Arcamanik</td>
<td>73,801</td>
<td>680,000</td>
<td>0.32</td>
<td>8.540</td>
<td>62.720</td>
</tr>
<tr>
<td>4</td>
<td>Astamanary</td>
<td>76,911</td>
<td>695,000</td>
<td>0.35</td>
<td>23.377</td>
<td>58.560</td>
</tr>
<tr>
<td>5</td>
<td>Babakan Ciparay</td>
<td>136,254</td>
<td>697,000</td>
<td>0.21</td>
<td>21.700</td>
<td>78.840</td>
</tr>
<tr>
<td>6</td>
<td>Bandung Kidul</td>
<td>59,453</td>
<td>670,000</td>
<td>0.08</td>
<td>13.056</td>
<td>80.150</td>
</tr>
<tr>
<td>7</td>
<td>Bandung Kulis</td>
<td>136,331</td>
<td>709,000</td>
<td>0.12</td>
<td>21.022</td>
<td>58.990</td>
</tr>
<tr>
<td>8</td>
<td>Bandung Watan</td>
<td>33,211</td>
<td>751,000</td>
<td>0.30</td>
<td>8.248</td>
<td>67.320</td>
</tr>
<tr>
<td>9</td>
<td>Batununggal</td>
<td>121,188</td>
<td>862,000</td>
<td>0.08</td>
<td>22.991</td>
<td>53.370</td>
</tr>
<tr>
<td>10</td>
<td>Bejingseng Kaler</td>
<td>126,477</td>
<td>694,000</td>
<td>0.36</td>
<td>36.286</td>
<td>76.730</td>
</tr>
<tr>
<td>11</td>
<td>Bejingseng Kidul</td>
<td>86,981</td>
<td>689,000</td>
<td>0.21</td>
<td>16.657</td>
<td>68.960</td>
</tr>
<tr>
<td>12</td>
<td>Bubaluru</td>
<td>100,984</td>
<td>670,000</td>
<td>0.23</td>
<td>13.861</td>
<td>67.360</td>
</tr>
<tr>
<td>13</td>
<td>Cibeunying Kaler</td>
<td>70,926</td>
<td>750,000</td>
<td>0.23</td>
<td>19.942</td>
<td>72.620</td>
</tr>
<tr>
<td>14</td>
<td>Cibeunying Kidul</td>
<td>113,885</td>
<td>706,000</td>
<td>0.23</td>
<td>23.612</td>
<td>75.720</td>
</tr>
<tr>
<td>15</td>
<td>Cibeu</td>
<td>73,312</td>
<td>706,000</td>
<td>0.23</td>
<td>12.268</td>
<td>81.040</td>
</tr>
<tr>
<td>16</td>
<td>Ciempo</td>
<td>97,903</td>
<td>700,000</td>
<td>0.24</td>
<td>12.791</td>
<td>89.150</td>
</tr>
<tr>
<td>17</td>
<td>Cilodap</td>
<td>54,401</td>
<td>848,000</td>
<td>0.73</td>
<td>7.253</td>
<td>69.450</td>
</tr>
<tr>
<td>18</td>
<td>Cimbin</td>
<td>29,929</td>
<td>677,000</td>
<td>0.26</td>
<td>6.758</td>
<td>45.440</td>
</tr>
<tr>
<td>19</td>
<td>Coblong</td>
<td>115,720</td>
<td>792,000</td>
<td>0.17</td>
<td>17.581</td>
<td>54.280</td>
</tr>
<tr>
<td>20</td>
<td>Gedebage</td>
<td>19,167</td>
<td>666,000</td>
<td>0.25</td>
<td>3.887</td>
<td>69.410</td>
</tr>
<tr>
<td>21</td>
<td>Kunc collect</td>
<td>127,738</td>
<td>760,000</td>
<td>0.21</td>
<td>21.902</td>
<td>53.720</td>
</tr>
<tr>
<td>22</td>
<td>Lengorong</td>
<td>74,753</td>
<td>696,000</td>
<td>0.11</td>
<td>15.151</td>
<td>60.990</td>
</tr>
<tr>
<td>23</td>
<td>Mandalajati</td>
<td>69,283</td>
<td>760,000</td>
<td>0.16</td>
<td>16.039</td>
<td>53.270</td>
</tr>
<tr>
<td>24</td>
<td>Panyujeanku</td>
<td>39,059</td>
<td>675,000</td>
<td>0.09</td>
<td>8.902</td>
<td>88.390</td>
</tr>
<tr>
<td>25</td>
<td>Rancasiri</td>
<td>82,744</td>
<td>670,000</td>
<td>0.11</td>
<td>11.611</td>
<td>70.580</td>
</tr>
<tr>
<td>26</td>
<td>Rang</td>
<td>85,383</td>
<td>686,000</td>
<td>0.16</td>
<td>16.805</td>
<td>71.210</td>
</tr>
<tr>
<td>27</td>
<td>Sukajadi</td>
<td>103,390</td>
<td>891,000</td>
<td>0.10</td>
<td>20.254</td>
<td>61.480</td>
</tr>
<tr>
<td>28</td>
<td>Sukajadi</td>
<td>75,672</td>
<td>836,000</td>
<td>0.12</td>
<td>12.657</td>
<td>38.790</td>
</tr>
<tr>
<td>29</td>
<td>Sumerdandi</td>
<td>37,114</td>
<td>712,000</td>
<td>0.23</td>
<td>9.236</td>
<td>65.940</td>
</tr>
<tr>
<td>30</td>
<td>Ujangberung</td>
<td>83,130</td>
<td>698,000</td>
<td>0.13</td>
<td>13.764</td>
<td>63.570</td>
</tr>
</tbody>
</table>

Figures 1-2 presents the choropleth maps of the research variables that we used in this study.
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**Fig. 1.** Spatial distribution of malaria incidences

**Fig. 2.** (a) Population at risk, (b) Population density, (c) Altitude, and (d) Healthy behaviors

Figure 1 presents the spatial distribution of malaria incidences in Bandung city, Indonesia. The high incidences were concentrated in northern and central Bandung which have high population density.
Figure 2 shows the spatial distribution of variables interest including population at risk, population density, altitude, and healthy behaviors. Population at risk is used to calculate the expected count ($E_i$). Two variables were considered as risk factors: altitude and healthy behaviors. The population density was not included directly in the analysis because the population variable was used to calculate $E_i$. It will be used to validate the spatial distribution of incidence risk or the relative risk.

**B. Spatial dependence**

The spatial dependence in the number of malaria incidence was evaluated by mean global Moran’s I.

Moran’s I = 0.170 (p-value = 0.0334)

Moran’s I statistics of 0.170 with (p-value<0.05) indicates there is a significant spatial dependency. Figure 3 shows the Moran’s I scatter plot of malaria incidence over 30 sub-districts. Points are place in quadrant I shows that clusters with high malaria incidence was surrounded by clusters of high malaria incidences. The plots show more cluster points in quadrant I. This information can be used as an initial reference that malaria is spreading due to proximity to locations.

**C. Bayesian Hierarchical Model**

To estimate the relative risk of malaria, we applied Bayesian hierarchical model and compared the result with the crude SIR. A total of 24 models were estimated considering four distributions (i.e., Poisson, negative binomial, zero-inflated Poisson, and zero-inflated negative binomial), two different spatial prior (BYM, and Leroux), and three different hyperprior distributions (half Cauchy, Uniform and Inverse Gamma). The model comparison based on DIC, WAIC, and $R^2$ are presented in Table 2.

**Table II** presents the model comparison measures for the spatial models. Based on the DIC, WAIC, and $R^2$ values, the model (M1), a model with Poisson likelihood, BYM spatial prior, and Uniform prior had a better fit. This model explains 51% of the total variation.

Estimates for covariates (altitude and healthy behaviors) after considering for spatially structured in the best model are given in Table III. The malaria incidence risk was positively associated with altitude (RR: 1.005, 95% CI: 0.995–1.015). Inversely, the incidence was related negatively with healthy behaviors (RR: 0.990, 95% CI: 0.995–0.1005). Both associations were not statistically significant. But, the sign of the coefficients was reasonable. It indicates that the number of malaria incidences could be reduced by increasing healthy behaviors. The proportion variance of spatially structured is about 0.510, and spatially unstructured is of 0.490, which indicates that the variation of malaria was explained similarly by spatially dependence and heterogeneity. The spatially structured and unstructured effects for each sub-district were presented in Figures 4(a)-4(b).
Figures 5(a)-5(b) shows the relative risk and its standard deviation maps based on the SIR estimator in Eqs. 2-3. The SIR ranges from 0 to 3.370, with zero relative risks for most eastern and southwest regions.

Figures 6(a)-6(b) present the relative risk and its standard deviation maps based on the BYM model. The BYM ranges from 0.460 to 2.835 with relatively small relative risk most at eastern and southwest regions. The smoothed map gives homogeneous RR, which is easy to interpret. The relative risk estimates based on BYM has shrunk toward the overall means, compared to the crude SIR because of the smoothing effect of the spatial dependence and heterogeneity. The smoothing effect is also described by the plots of BYM versus crude SIR (Fig. 7).
Figure 7(a) presents the comparison between crude relative risk SMR and smoothness relative risk BYM. BYM has a smaller variation than SMR, but scatterplot (Figure 7(b)) shows that the BYM and SMR have high correlation which indicates that the smoothness does not produce underestimated estimation of the relative risk. The corresponding BYM map gives posterior probabilities of RR > 1 (Figure 8). From the map, we have three sub-districts which were categorized as hotspot areas with a posterior exceedance probability greater than 0.80. The districts are Kiaracoondong, Sukajadi, and Sukasari with posterior probabilities of 0.865, 0.935, and 0.806, respectively (see Table IV). The high-risk clusters were observed mostly in the northwest and southeast of Bandung.

Figure 8 shows that the hotspots of malaria risk in 2018 were located at northern and central Bandung, Indonesia.

IV. DISCUSSION AND CONCLUSION

We have analyzed and mapped the relative risk of malaria by considering altitude and healthy behaviors as the risk factors. This study is an application of spatial regression for epidemiological data at small area [3, 9]. Using a Bayesian spatial hierarchical model, we obtained more homogenous relative risk estimates than crude standardized incidence ratios by smoothing the data through BYM CAR model with Uniform hyperprior distribution [16]. The smoothing model is more comfortable to interpret where the posterior estimate has high specificity and low sensitivity [21]. This is an important property to avoid false-positive, thereby predicting true clusters in the maps. The BYM CAR model of malaria risk gives a more reliable estimate of the relative risk of disease than the crude estimate SIR [3, 21, 23]. A nonparametric model, such as P-spline may also have a similar advantage. However, it can give a computational challenge [24].

Over smoothing issue becomes an exciting topic in disease mapping study. Several alternatives to CAR models have been proposed to be able to distinguish the high-risk and low-risk clusters better. Allowing the spatial autocorrelation has different values from 1 using BYM model and selecting the appropriate interval of the relative risk on the choropleth maps may also be possible to minimize the over smoothing problem realized by the CAR model. As far as we know, this is the first study to evaluate the spatial distribution of malaria risk in Bandung city, Indonesia. However, there is a limitation on data access. The newest data that we can access is Malaria data in 2018 due to the government regulation that published health profile information after one until two years later. We also realized that under-reported malaria incidences might occur in the community because most people resort to home or community-based care [24]. They usually visit the health facility or modern biomedical care at a health facility if the disease is perceived to be severe or near-fatal [25, 26]. Therefore, the relative risk pattern described in this study describes the risk of severe malaria [24]. The under-reported effect is minimized in this study by defining the sub-district level as units of spatial analysis and using the aggregate data over sub-districts [24]. Additionally, we believe that the availability of health facilities in each sub-district improves the data reported quality.

In this study, we evaluate the effects of altitude and healthy behaviors on malaria risk. Because the study includes a small sample size (30 sub-districts), we only focus on the direction of the effect and avoid the discussion of statistical signification. High malaria risk was generally associated with high altitude and low healthy behaviors. In our study, naturally, high altitude areas are of high malaria transmission increased malaria incidence, while at low altitude, malaria risk is decreased. This result confirmed the research study by Kazembe (2007) [24], and it was similar to the dengue disease incidence in Bandung city, Indonesia. The high-risk dengue was found in high altitude areas which are in northern regions of Bandung city [3]. The consistency of these results with dengue disease is possible because of the similar kinds of vectors. Both diseases are transmitted by the same vector, i.e., mosquitoes. Mosquitoes benefit from rainfall and high-altitude regions which commonly have a high frequency of rainfall [3]. Rainfall provides aquatic environments for mosquitoes breeding sites [27].

The high index of healthy behaviors is corresponding to low malaria risk. Health behaviors are important risk factors that
have to get more attention in disease control and prevention [28]. The random effect component of spatial autocorrelation was found to influence the malaria risk. This component provides a characterization of spatial patterns in the data. The Spatial autocorrelation accounts for the relevant unobserved variables [3, 24, 29]. At the same time, spatial regression modelling is essential to consider malaria modelling [29]. This study provides risk maps that could be used for developing an early warning system as guidance for the government to define priority areas for the focusing of limited resources. This is an essential point and future model aimed at a sub-district level for the effectiveness and efficiency of malaria disease prevention and control [2, 24]. Based on the result of our study, we suggest that various risk factors influence the spatial variation in malaria risk in the Bandung city regions. Give more attention to the risk factors that have a high impact on malaria risk could help the government to develop an effective and efficient strategy in controlling malaria spread and reduce the negative effect on society. The Bayesian hierarchical model that has been used can be extended to identify spatiotemporal clusters by taking into account the space time variation [30]. It is important to explore the spatial evolution of disease transmission.
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