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#### Abstract

This paper presents a theoretical model of the impact on a prey's breeding due to short term heavy predation. The prey suppresses breeding due to short term heavy predation only to restart breeding when predation pressure lowers. The predator consumes both suppressor and breeder of the prey and this prey population is more prone to predation at higher densities. Equilibrium and stability analyses are carried out. Taking a fraction of newborn breeder prey $q$, a bifurcation parameter, it is shown that Hopf bifurcation could occur.


Index Terms-Prey, Predator, Stability, Bifurcation, Optimal harvesting.

## I. Introduction

ECOLOGISTS for several decades have observed with great interest the population growth of small mammals [1]. In prey-predator interactions it is observed that prey population is reduced through direct killing by predators. It has also been verified by field studies that the mere presence of predators alters the behaviour and physiology of prey to such an extent that it is more effective than direct killing. When prey perceive the presence of predators they fear a reduction in birth rate and the associated negative impact on their population. Due to this, they relocate to low-risk habitats. Thus, the interaction of prey and predator should consider the cost of fear in addition to direct predation [2]-[5]. Studies into environmental stressors have pointed to stress as the probable cause of delayed small mammal reproduction. Stress of social life, competition for food etc. are all conditions which were thought to lead to delayed mammal reproduction [6], [7]. The other reason for the delayed reproduction is density-dependent predation. Krebs and Myers [8], Taitt and Krebs [9] and Ostfeld et al. [10] have confirmed through many field studies and experiments that there is little evidence to show that stress is a cause of mammal delayed reproduction. On the other hand, in the case of small mammals such as bank voles (clethrionomys glareolus) and snowshoe hare, the works of Lima [11], Ylönen [12], Ylönen [13], Hanski et al. [14], Hik [15], Korpimäki [16] and Norrdahl and Korpimäki [17], among others, established that the presence of predators induced breeding suppression (PIBS) influenced the population cycles. Furthermore, Ruxton and Lima [18] studied a mathematical model and showed that the presence of PIBS occurs as a part of the predator-prey dynamics. Based on the above works and other recent studies on breeding suppression, researchers believe that certain small mammals suppress breeding in response to strong predation pressure. This is because for non-breeding

[^0]individuals, the suppressors have a better chance of avoiding predation than those in a reproductive stage. They assumed that the suppressor populations experienced no predation. Kokko and Ruxton [19] studied a general model in which breeding suppression is observed in both predator and prey populations. Later, Ruxton et al. [20] improved this model by taking into consideration the fact that a predator catches small sized prey species proportional to their abundances. The predator feeds preferentially on the most numerous species which is thus over-represented in the predator diet. In this model, breeder and suppressor populations are both exposed (to varying degrees) to the predator. This implies a kind of switching from breeder to suppressor as changes occur in numerical superiority.

Switching may simply come about due to changing individual behaviour with changes in the abundance of that class of prey. Moreover, breeding small mammals suffer higher predation risk than nonbreeders. This may be because the breeding process impairs a mammal's defenses. Several examples can be cited where cruising predators prefer to hunt small prey species with limited defense capabilities such as small antelope or whichever species is most abundant at any given time [21]- [24]. The mathematical models that have generally been proposed to describe switching involve the interaction of one predator with two prey species ( see, e.g. [20], [25]-[33]). If prey species are large or have the ability to defend themselves in groups, then the predator will be attracted towards a habitat where prey are fewer in number, that is, switching will be in the opposite direction [34], [35] and [36].

Models including time delays are much more realistic, as in reality, time-delays occur in almost every biological situation [37] - [39]. The process in which breeder populations convert to suppressor populations or vice versa is not instantaneous and there is always a time lag. Therefore, to make the model biologically realistic, one has to consider delays in breeders becoming suppressors or vice versa. For simplicity, in this model, we are assuming a time delay in suppressor populations becoming breeder populations. We thus assume that the transition of the suppressor population into a breeder population is subject to a time lag $z$. In this time $z$, one may predict that there will be less predation pressure in future. In our present work, we consider a three species prey-predator system, namely, breeder prey, suppressor prey and predator. The breeder class always breeds while the suppressor prey class suppresses breeding in the short-term in response to increased predation pressure. The predation risk for prey is reduced by suppressing breeding. We assume that predators eat breeder prey preferentially because during pregnancy breeder individuals are less active and can be caught more easily. In much the same way, for example wolves attack moose more successfully when they are heavily infected by
"Echinococcus granulosus" Petrson and Page [40]. Ruxton et al. [20] formulated a functional differential equation model where past events affect current behaviour. A population cycle is a phenomenon where the population rises and falls over a predictable period of time. Prey population rapidly increases and this is followed by an increase in the predator population. As predators eat the prey, the prey population declines. In turn, the predator population also decreases because there is less to eat. Hence, both predator and prey play a crucial role in the smooth running of an ecosystem. When the predator population is high, prey suppress breeding and when predator population decline, suppressor prey take a decision in advance to breed because they feel safe in mating due to less predation. Our model is represented in terms of a differential difference equation. The concept of advance is related to potential future events which can be known at the present time and could be useful for decision making Kalecki [41]. Suppressor individuals make transition to breeding class by sensing the breeder and predator population after time z .

## II. The Model

Our model is represented in terms of a system of differential difference equations that describe the behaviour of the breeder, suppressor and predator populations relationship and is given by

$$
\begin{aligned}
& \frac{d B}{d Z}=\gamma B q-\frac{\ell_{b} B^{2} P}{B+S}-\frac{\psi_{m b} P B}{P+P_{0}+a B} \\
& \quad+\frac{\psi_{m s} B(Z+z) S}{B(Z+z)+B_{0}+b P(Z+z)}
\end{aligned}
$$

$$
\begin{align*}
& \frac{d S}{d Z}=\gamma B(1-q)-\frac{\ell_{s} S^{2} P}{B+S}  \tag{1}\\
& \quad+\frac{\psi_{m b} P B}{P+P_{0}+a B}-\frac{\psi_{m s} B(Z+z) S}{B(Z+z)+B_{0}+b P(Z+z)}
\end{align*}
$$

$$
\frac{d P}{d Z}=\frac{\alpha_{1} \ell_{b} B^{2} P}{B+S}+\frac{\alpha_{2} \ell_{s} S^{2} P}{B+S}-\mu P
$$

where population densities of breeder and suppressor prey are denoted by B and S respectively. The predator population density is denoted by P. Both breeder and suppressor prey population are exposed to predator but predator feeds preferentially on the most numerous species.
$\gamma$ is the intrinsic birth rate constant of the breeding subpopulation.
and, $\frac{\psi_{m b} P B}{P+P_{0}+a B}$ is the rate at which breeding population move to suppressor population. The per capita rate of movement into the suppressor population increases with predator density but is reduced with an increasing breeding population. The positive parameters $a$ and $P_{0}$ control the shape of response. Furthermore, $\frac{\psi_{m s} B(Z+z) S}{B(Z+z)+B_{0}+b P(Z+z)}$ is the rate at which the suppressor population returns to breeding population and it depends on the future population of breeder and predator. The positive parameters $B_{0}$ and $b$ control the shape of response.
The quantities $\ell_{b}$ and $\ell_{s}$ are the predator response rate towards the breeder and suppressor populations, and the quantities $\alpha_{1}$ and $\alpha_{2}$ are the efficiencies with which captured breeders and suppressors, respectively, are converted
to predators.
Also, $\mu$ is the predator death rate constant, and $q$ is a fraction of newborn breeder prey.
We assume all the parameters are positives.
For the sake of simplicity, we reduce one parameter from the model equations (1) by rescaling the parameters on the predator death rate constant $\mu$. We define

$$
\begin{align*}
& \epsilon=\frac{\gamma}{\mu}, \ell_{b}=\frac{I_{b}}{\mu}, I_{s}=\frac{\ell_{s}}{\mu}, \phi_{m b}=\frac{\psi_{m b}}{\mu}, \phi_{m s}=\frac{\psi_{m s}}{\mu} \\
& t=\mu Z \tag{2}
\end{align*}
$$

This leads to the equations

$$
\begin{align*}
\frac{d B}{d t} & =\epsilon B q-\frac{I_{b} B^{2} P}{B+S}-\frac{\phi_{m b} P B}{P+P_{0}+a B} \\
& +\frac{\phi_{m s} B(t+z) S}{B(t+z)+B_{0}+b P(t+z)} \\
\frac{d S}{d t} & =\epsilon B(1-q)-\frac{I_{s} S^{2} P}{B+S}+\frac{\phi_{m b} P B}{P+P_{0}+a B}  \tag{3}\\
& -\frac{\phi_{m s} B(t+z) S}{B(t+z)+B_{0}+b P(t+z)} \\
\frac{d P}{d t} & =\frac{\alpha_{1} I_{b} B^{2} P}{B+S}+\frac{\alpha_{2} I_{s} S^{2} P}{B+S}-P
\end{align*}
$$

## III. The EQUiLibrium

The co-existing equilibrium point is

$$
\begin{align*}
\bar{B} & =\frac{\bar{X}(\bar{X}+1)}{\alpha_{1} I_{b} \bar{X}^{2}+\alpha_{2} I_{s}}, \quad \bar{S}=\frac{(1+\bar{X})}{\alpha_{1} I_{b} \bar{X}^{2}+\alpha_{2} I_{s}}, \text { and } \\
\bar{P} & =\frac{\epsilon \bar{X}(1+\bar{X})}{I_{s}+I_{b} \bar{X}^{2}} \tag{4}
\end{align*}
$$

where $\bar{X}=\frac{\bar{B}}{\bar{S}}$ is the positive root of the ten degree polynomial.

$$
\begin{align*}
& a_{10} \bar{X}^{10}+a_{9} \bar{X}^{9}+a_{8} \bar{X}^{8}+a_{7} \bar{X}^{7}+a_{6} \bar{X}^{6}+a_{5} \bar{X}^{5} \\
& +a_{4} \bar{X}^{4}+a_{3} \bar{X}^{3}+a_{2} \bar{X}^{2}+a_{1} \bar{X}+a_{0}=0, \tag{5}
\end{align*}
$$

where (5) is obtained from the first equation of (3) by substituting the values of $\bar{B}, \bar{S}$, and $\bar{P}$ at equilibrium point. See appendix A.

## IV. Stability and Hopf bifurcation analysis

Let $\bar{E}=(\bar{B}, \bar{S}, \bar{P})$ denotes the unique interior equilibrium point where $\bar{B}, \bar{S}, \bar{P}>0$. Consider a small perturbation around the equilibrium point $B=\bar{B}+u, S=\bar{S}+v$ and $P=\bar{P}+w$. We substitute these into the system of equations (3) and neglect products of small quantities. Then the characteristic equation about $\bar{E}$ is given by

The characteristic equation about $\bar{E}$ gives

$$
\begin{align*}
& \lambda^{3}+K_{1} \lambda^{2}+K_{2} \lambda+K_{3}+e^{z \lambda}\left(U_{1} \lambda^{2}+U_{2} \lambda+U_{3}\right) \\
& +e^{2 z \lambda}\left(a_{32} c_{23} a_{13}-a_{32} a_{22} c_{13}\right)=0 \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
& K_{1}=-b_{21}-a_{11}, \\
& K_{2}=-a_{31} c_{11}-a_{32} c_{21}-b_{11} a_{21}+b_{21} a_{11}, \\
& K_{3}=-a_{31} b_{11} c_{21}-a_{32} a_{21} c_{11}+a_{31} c_{11} b_{21}+a_{32} c_{21} a_{11}, \\
& \cup_{1}=-a_{13}, \\
& U_{2}=-a_{31} c_{13}-a_{32} c_{23}-b_{11} a_{22}+b_{21} a_{13}, \\
& U_{3}=-a_{31} b_{11} c_{23}-a_{32} a_{21} c_{13}-a_{32} a_{22} c_{11}+a_{31} c_{13} b_{21} \\
&+a_{32} c_{21} a_{13}+a_{32} c_{23} a_{11}, \\
& M=\bar{P}+P_{0}+a \bar{B}, \\
& N=\bar{B}+B_{0}+b \bar{P}, \\
& L=\bar{B}+\bar{S}, \\
& a_{11}=-\frac{I_{b} \bar{B} \bar{P}}{L}+\frac{I_{b} \bar{B}^{2} \bar{P}}{L^{2}}-\frac{\phi_{m s} \bar{S}}{N}+\frac{\phi_{m b} \bar{P} \bar{B} a}{M^{2}}, \\
& a_{13}=-\frac{\phi_{m s} \bar{B} \bar{S}}{N^{2}}+\frac{\phi_{m s} \bar{S}}{N}, \\
& b_{11}=\frac{I_{b} \bar{B}^{2} \bar{P}}{L^{2}}+\frac{\phi_{m s} \bar{B}}{N}, \\
& c_{11}=-\frac{I_{b} \bar{B}^{2}}{L}-\frac{\phi_{m b} \bar{B}}{M}+\frac{\phi_{m b} \bar{P} \bar{B}}{M^{2}}, \\
& c_{13}=-\frac{\phi_{m s} \bar{B} \bar{S} b}{N^{2}}, \\
& a_{21}=\epsilon(1-q)+\frac{I_{s} S^{2} \bar{P}}{L^{2}}+\frac{\phi_{m b} \bar{P}}{M}-\frac{\phi_{m b} \bar{P} \bar{B} a}{M^{2}}, \\
& a_{22}=-\frac{\phi_{m s} \bar{S}}{N}+\frac{\phi_{m s} \bar{B} \bar{S}}{N^{2}}, \\
& b_{21}=-\frac{2 I_{s} \bar{S} \bar{P}}{L}+\frac{I_{s} \bar{S}^{2} \bar{P}}{L^{2}}-\frac{\phi_{m s} \bar{B}}{N}, \\
& c_{21}=\frac{-I_{s} \bar{S}{ }^{2}}{L}-\frac{\phi_{m b} \bar{P} \bar{B}}{M^{2}}+\frac{\phi_{m b} \bar{B}}{M}, \\
& c_{23}=\frac{\phi_{m s} \bar{B} \bar{S} b}{N^{2}}, \\
& a_{31}=\frac{\alpha_{1} I_{b} \bar{B} \bar{P}(\bar{S}+L)}{L^{2}}-\frac{\alpha_{2} I_{s} \bar{S}^{2} \bar{P}}{L^{2}}, \\
& a_{32}=\frac{\alpha_{2} I_{s} \bar{S} \bar{P}(\bar{B}+L)}{L^{2}}-\frac{\alpha_{1} I_{b} \bar{B}^{2} \bar{P}}{L^{2}} . \\
&
\end{aligned}
$$

Since $a_{13} c_{23}=a_{22} c_{13}$, so coefficient of $e^{2 z \lambda}$ will be zero and the characteristic equation (6) reduces to

$$
\begin{equation*}
\lambda^{3}+K_{1} \lambda^{2}+K_{2} \lambda+K_{3}=e^{z \lambda}\left(B_{1} \lambda^{2}+B_{2} \lambda+B_{3}\right) \tag{7}
\end{equation*}
$$

where $B_{1}=-\cup_{1}, B_{2}=-\cup_{2}$ and $B_{3}=-\cup_{3}$,
when $z=0$, the characteristic equation(6) reduces to

$$
\lambda^{3}+P_{1} \lambda^{2}+P_{2} \lambda+P_{3}=0
$$

where

$$
\begin{align*}
& P_{1}=K_{1}-B_{1}, \\
& P_{2}=K_{2}-B_{2}, \\
& P_{3}=K_{3}-B_{3} . \tag{8}
\end{align*}
$$

Hence, according to the Routh-Hurwitz criterion for stability, we have the following:

Proposition 1: For $z=0$, the equilibrium $\bar{E}=(\bar{B}, \bar{S}, \bar{P})$ locally asymptotically stable if and only if
(i) $P_{1}>0, P_{3}>0$,
(ii) $P_{1} P_{2}>P_{3}$.

If $z \neq 0$, we consider a characteristic equation (7). We let $\lambda=u+i v, u, v \in \Re$ and rewrite (7) in terms of its real and imaginary parts as

$$
\begin{align*}
& u^{3}-3 u v^{2}+K_{1}\left(u^{2}-v^{2}\right)+K_{2} u+K_{3} \\
& =e^{z u}\left(\left(B_{1}\left(u^{2}-v^{2}\right)+B_{2} u+B_{3}\right) \cos (z v)\right. \\
& \left.-\left(2 u v B_{1}+B_{2} v\right) \sin (z v)\right), \\
& 3 u^{2} v-v^{3}+2 K_{1} u v+K_{2} v \\
& =e^{z u}\left(\left(B_{1}\left(u^{2}-v^{2}\right)+B_{2} u+B_{3}\right) \sin (z v)\right.  \tag{9}\\
& \left.+\left(2 u v B_{1}+B_{2} v\right) \cos (z v)\right) .
\end{align*}
$$

Let $z=z^{*}$ be such that $u\left(z^{*}\right)=0$ and $v\left(z^{*}\right)=v^{*}$.
Then equations (9) reduce to

$$
\begin{align*}
& -K_{1} v^{* 2}+K_{3}=\left(-B_{1} v^{* 2}+B_{3}\right) \cos \left(z^{*} v^{*}\right) \\
& -B_{2} v^{*} \sin \left(z^{*} v^{*}\right) \\
& -v^{* 3}+K_{2} v^{*}=\left(-B_{1} v^{* 2}+B_{3}\right) \sin \left(z^{*} v^{*}\right)  \tag{10}\\
& +B_{2} v^{*} \cos \left(z^{*} v^{*}\right),
\end{align*}
$$

equations (10) can be rewritten as

$$
\begin{align*}
-K_{1} v^{* 2}+K_{3} & =X_{1} \cos \left(z^{*} v^{*}\right)-X_{2} \sin \left(z^{*} v^{*}\right) \\
-v^{* 3}+K_{2} v^{*} & =X_{1} \sin \left(z^{*} v^{*}\right)+X_{2} \cos \left(z^{*} v^{*}\right) \tag{11}
\end{align*}
$$

where

$$
\begin{aligned}
& X_{1}=-B_{1} v^{* 2}+B_{3}, \\
& X_{2}=B_{2} v^{*}
\end{aligned}
$$

It follows by taking sum of squares of equations (11) that

$$
\begin{align*}
& v^{* 6}+v^{* 4}\left(K_{1}^{2}-2 K_{2}-B_{1}^{2}\right)+v^{* 2}\left(K_{2}^{2}-2 K_{1} K_{3}\right. \\
& \left.+2 B_{1} B_{3}-B_{2}^{2}\right)+\left(K_{3}^{2}-B_{3}^{2}\right)=0 \tag{12}
\end{align*}
$$

Let $v^{* 2}=s$ equation (12) reduces to

$$
\begin{align*}
& \phi(s)=s^{3}+s^{2}\left(K_{1}^{2}-2 K_{2}-B_{1}^{2}\right) \\
& +s\left(K_{2}^{2}-2 K_{1} K_{3}+2 B_{1} B_{3}-B_{2}^{2}\right)+\left(K_{3}^{2}-B_{3}^{2}\right)=0 . \tag{13}
\end{align*}
$$

$$
\begin{align*}
& \frac{d \phi}{d s}=3 s^{2}+2 s\left(K_{1}^{2}-2 K_{2}-B_{1}^{2}\right)+\left(K_{2}^{2}-2 K_{1} K_{3}+\right. \\
& \left.2 B_{1} B_{3}-B_{2}^{2}\right)>0 \tag{14}
\end{align*}
$$

if $v^{*}$ is the largest positive root of (12).
Proposition 2: Necessary and sufficient conditions for the cubic equation

$$
s^{3}+\ell_{1} s^{2}+\ell_{2} s+\ell_{3}=0
$$

where

$$
\begin{aligned}
\ell_{1} & =K_{1}^{2}-2 K_{2}-B_{1}^{2}, \\
\ell_{2} & =K_{2}^{2}-2 K_{1} K_{3}+2 B_{1} B_{3}-B_{2}^{2}, \\
\ell_{3} & =K_{3}^{2}-B_{3}^{2},
\end{aligned}
$$

to have at least one simple positive root is $\ell_{3}<0$ and $\ell_{1}>0$.
Now equation (11) can be written as

$$
\begin{aligned}
& X_{1} \cos \left(z^{*} v^{*}\right)-X_{2} \sin \left(z^{*} v^{*}\right)=Q \\
& X_{1} \sin \left(z^{*} v^{*}\right)+X_{2} \cos \left(z^{*} v^{*}\right)=R
\end{aligned}
$$

where $-K_{1} v^{* 2}+K_{3}=Q$ and $-v^{* 3}+K_{2} v^{*}=R$ so, $Q^{2}+R^{2}=X_{1}^{2}+X_{2}^{2}=d^{2}$ (say), where $d>0$.
The equations

$$
X_{1}=d \cos \alpha, \quad \text { and } \quad X_{2}=d \sin \alpha
$$

determine a unique $\alpha \in[0,2 \pi]$. With this $\alpha$,

$$
\begin{gathered}
d \cos \left(z^{*} v^{*}-\alpha\right)=Q \\
d \sin \left(z^{*} v^{*}-\alpha\right)=-R
\end{gathered}
$$

These equation show $z^{*} v^{*}-\alpha$ uniquely in $(0,2 \pi)$, and hence $v^{*}$ uniquely in $\left(\frac{\alpha}{z^{*}}, \frac{2 \pi+\alpha}{z^{*}}\right)$.
To establish the Hopf bifurcation theorem, we state and prove the following theorem.

Theorem 3: $v\left(z^{*}\right)=v^{*}$ is a simple root of (7) and $u\left(z^{*}\right)+i v\left(z^{*}\right)$ is analytic in a neighbourhood of $z=z^{*}$.

Proof: To show that $v\left(z^{*}\right)=v^{*}$ is a simple root, equation (7) can be written as $g(\lambda)=0$, where
$g(\lambda)=\lambda^{3}+K_{1} \lambda^{2}+K_{2} \lambda+K_{3}-e^{z \lambda}\left(B_{1} \lambda^{2}+B_{2} \lambda+B_{3}\right)=0$.
Any double root $\lambda$ satisfies

$$
g(\lambda)=0 \text { and } g^{\prime}(\lambda)=0
$$

where

$$
\begin{aligned}
& g^{\prime}(\lambda)=3 \lambda^{2}+2 K_{1} \lambda+K_{2}-z e^{z \lambda}\left(B_{1} \lambda^{2}+B_{2} \lambda+B_{3}\right) \\
& -e^{z \lambda}\left(2 B_{1} \lambda+B_{2}\right)=0 .
\end{aligned}
$$

Substituting $\lambda=i v^{*}$ and $z=z^{*}$ in $g(\lambda)=0, g^{\prime}(\lambda)=0$ and equating the real and imaginary parts, we get that if $i z^{*}$ is a double root,

$$
\begin{aligned}
-K_{1} v^{* 2}+K_{3} & =X_{1} \cos \left(z^{*} v^{*}\right)-X_{2} \sin \left(z^{*} v^{*}\right), \\
-v^{* 3}+K_{2} v^{*} & =X_{1} \sin \left(z^{*} v^{*}\right)+X_{2} \cos \left(z^{*} v^{*}\right),
\end{aligned}
$$

and

$$
\begin{gathered}
-3 v^{* 2}+K_{2}=\cos \left(z^{*} v^{*}\right)\left(z^{*} X_{1}+B_{2}\right)- \\
\sin \left(z^{*} v^{*}\right)\left(2 B_{1} v^{*}+z^{*} X_{2}\right), \\
=z^{*} X_{1} \cos \left(z^{*} v^{*}\right)-z^{*} X_{2} \sin \left(z^{*} v^{*}\right)+ \\
Y_{1} \cos \left(z^{*} v^{*}\right)-Y_{2} \sin \left(z^{*} v^{*}\right) . \\
2 K_{1} v^{*}=z^{*} X_{2} \cos \left(z^{*} v^{*}\right)+z^{*} X_{1} \sin \left(z^{*} v^{*}\right)+ \\
Y_{2} \cos \left(z^{*} v^{*}\right)+Y_{1} \sin \left(z^{*} v^{*}\right) .
\end{gathered}
$$

where

$$
Y 1=B_{2}, \quad \text { and } \quad Y_{2}=2 B_{1} v
$$

Equation (12) can be written as

$$
\begin{aligned}
H\left(v^{*}\right)= & \left(-K_{1} v^{* 2}+K_{3}\right)^{2}+\left(-v^{* 3}+K_{2} v^{*}\right)^{2}- \\
& \left(-B_{1} v^{* 2}+B_{3}\right)^{2}-B_{2}^{2} v^{* 2},
\end{aligned}
$$

or

$$
\begin{aligned}
& H\left(v^{*}\right)=\left[X_{1} \cos \left(z^{*} v^{*}\right)-X_{2} \sin \left(z^{*} v^{*}\right)\right]^{2}+ \\
& \quad\left[X_{1} \sin \left(z^{*} v^{*}\right)+X_{2} \cos \left(z^{*} v^{*}\right)\right]^{2}-X_{1}^{2}-X_{2}^{2}=0
\end{aligned}
$$

where

TABLE I
REPRESENTATIVE SET OF PARAMETER VALUES USED FOR MODEL EQUATION (3).

| $\epsilon$ | $I_{s}$ | $P_{0}$ | $B_{0}$ | $\alpha_{1}$ | $\alpha_{2}$ | $I_{b}$ | $\phi_{m s}$ | $\phi_{m b}$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.7791 | 0.2 | 0.21 | 1 | 0.2925 | 0.2412 | 1 | 0.1 | 0.1 | 1 | 0.3 |

$$
\begin{aligned}
& H^{\prime}\left(v^{*}\right)=2\left(-K_{1} v^{* 2}+K_{3}\right)\left(-2 K_{1} v^{*}\right)+2\left(-v^{* 3}+\right. \\
& \left.K_{2} v^{*}\right)\left(-3 v^{* 2}+K_{2}\right)-2\left(-B_{1} v^{* 2}+B_{3}\right)\left(-2 B_{1} v^{*}\right)- \\
& 2 B_{2}^{2} v^{*}, \\
& \quad=\left[X_{1} \cos \left(z^{*} v^{*}\right)-X_{2} \sin \left(z^{*} v^{*}\right)\right]\left[-z^{*} X_{2}\right. \\
& \cos \left(z^{*} v^{*}\right)-z^{*} X_{1} \sin \left(z^{*} v^{*}\right)-Y_{2} \cos \left(z^{*} v^{*}\right)- \\
& \left.Y_{1} \sin \left(z^{*} v^{*}\right)\right]+\left[X_{1} \sin \left(z^{*} v^{*}\right)+X_{2} \cos \left(z^{*} v^{*}\right)\right] \\
& {\left[z^{*} X_{1} \cos \left(z^{*} v^{*}\right)-z^{*} X_{2} \sin \left(z^{*} v^{*}\right)+Y_{1} \cos \left(z^{*} v^{*}\right)-\right.} \\
& \left.Y_{2} \sin \left(z^{*} v^{*}\right)\right]=0 .
\end{aligned}
$$

As $H\left(v^{*}\right)=H^{\prime}\left(v^{*}\right)=0, v^{*}$ is a double root of $H\left(v^{*}\right)=0$, this is a contradiction. Hence $i v^{*}$ is a simple root of the equation $g(\lambda)=0$.

Using the analytic version of the Implicit Function Theorem (Chow and Hale [42]), $u(z)+i v(z)$ is defined and analytic in a neighbourhood of $z=z^{*}$.
To establish Hopf bifurcation of $z=z^{*}$, as given in Marsden and McCracken [43], we need to show

$$
\left.\frac{d u}{d z}\right|_{z=z^{*}} \neq 0
$$

We differentiate equations (9) with respect to $z$ and substitute $u=0$ and $z=z^{*}$, then solve for $\frac{d u}{d z}$ and $\frac{d v}{d z}$ and use equations (10), we get

$$
\begin{aligned}
\frac{d u}{d z}= & \frac{-v^{* 2}\left(3 v^{* 4}+v^{* 2}\left(2 K_{1}^{2}-4 K_{2}-2 B_{1}^{2}\right)\right.}{J_{1}^{2}+J_{2}^{2}}+ \\
& \frac{\left(2 B_{1} B_{3}+K_{2}^{2}-B_{2}^{2}-2 K_{1} K_{3}\right)}{J_{1}^{2}+J_{2}^{2}}
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{1}=2 K_{1} v^{*}-z^{*} X_{1} \sin \left(z^{*} v^{*}\right)-z^{*} X_{2} \cos \left(z^{*} v^{*}\right)- \\
& \quad B_{2} \sin \left(z^{*} v^{*}\right)-2 B_{1} v^{*} \cos \left(z^{*} v^{*}\right), \\
& J_{2}=-3 v^{* 2}+K_{2}+2 B_{1} v^{*} \sin \left(z^{*} v^{*}\right)-z^{*} X_{1} \cos \left(z^{*} v^{*}\right)- \\
& B_{2} \cos \left(z^{*} v^{*}\right)+z^{*} X_{2} \sin \left(z^{*} v^{*}\right),
\end{aligned}
$$

Using (14) it is obvious that $\frac{d u}{d z}>0$.

## V. Numerical results

Hence System (3) (when $z=0$ ) undergoes Hopf bifurcation when $q$ passes through $\bar{q}$. The Hopf bifurcation analysis of $\bar{E}=(\bar{B}, \bar{S}, \bar{P})$ has been performed to investigate the dynamics when all three species co-exist.
$\epsilon, I_{s}, P_{0}, B_{0}, \alpha_{1}, \alpha_{2}, I_{b}, \phi_{m s}, \phi_{m b}, a$ and $b$ have a units of 'per day', while $B, S$ and $P$ have units of 'number per area'.

The system (3) has been integrated numerically using a Runge-Kutta-Fehlberg fourth-fifth order method. Table (I)


Fig. 1. Plot of $P_{1} P_{2}-P_{3}$ as a function of the parameter $q$.


Fig. 2. Hopf bifurcation of $P$ with respect to $q$ when $q=0.031$.


Fig. 3. Hopf bifurcation of $B$ with respect to $q$ when $q=0.031$.


Fig. 4. Hopf bifurcation of $S$ with respect to $q$ when $q=0.031$.
contains a representative set of values used for the hypothetical parameters in the simulation. For initial data, a slight perturbation of the equilibrium values were used. The numerical results show that there is a Hopf bifurcation for


Fig. 5. Hopf bifurcation of $P$ with respect to $q$ when $q=0.032$.


Fig. 6. Hopf bifurcation of $B$ with respect to $q$ when $q=0.032$.


Fig. 7. Hopf bifurcation of $S$ with respect to $q$ when $q=0.032$.
this system where unstable behaviour changes to stable as the parameter $q$ is varied. This bifurcation point is between $q=0.031$ and 0.032 , and it is approximately when $q=0.0315$ as illustrated in Figure (1) which contains a plot of $P_{1} P_{2}-P_{3}$ as a function of the parameter $q$. Figures ( 2,3 and 4 ) show an unstable solution for the system when $q=0.031$ while figures ( 5,6 and 7 ) show a stable solution when the value $q=0.032$ is used.

## VI. Conclusion

Recent studies have explored the change in a prey's behaviour including reproduction, due to fear of predators. A field study Zanette et al. [44] verified that the growth of the prey species in an ecological system is influenced by the fear induced from predators. Experiments verified that intimidation by predators can reduce reproduction in song sparrows by $40 \%$. Direct killing in these experiments was stopped by some means. In this paper we studied the
effects of fear in the prey-predator system and discussed the dynamics of the predator-prey system in the light of the Fennoscandian vole cycle. We considered a mathematical model based on Ruxton and Lima [18] as the basic model. Also, our model considers prey small in size, and predators large in size. Prey populations suppress breeding in response to heavy predation as a non-breeding individual has a better chance of avoiding predation than those in a reproductive stage. Both breeding and suppressor populations are exposed to predator populations depending on their numerical superiority as predators feed preferentially on the most numerous class prey species. Furthermore, the prey species would be more willing to exhibit anti-predator defenses when the rate of predation becomes high.The cost of fear due to predators by which breeders turn into suppressor or vice versa has influenced the predator-prey relationship.

To keep the model simple, we considered a time delay only when the suppressor population restarted breeding. This is in anticipation that after time $z$, predator pressure will be reduced to a level that it will be safe again for mating. If $\ell_{3}<0$ and $\ell_{1}>0$ then there exists only one non-zero equilibrium and it will be locally stable if the Routh-Hurwitz criteria are satisfied. By taking $q$ as a bifurcation parameter we found that Hopf bifurcation could occur. Figure 1 shows that $P_{1} P_{2}-P_{3}=0$ at $q \simeq 0.0315$. If $q<0.0315$, then population starts oscillating and as $q>0$, the population will be stable. Where $q \simeq 0.0315$ is called the point of Hopf bifurcation. Finding the exact point of bifurcation is difficult. Analytical conditions for local stability analysis and bifurcations for co-existing equilibrium have highlighted the role played by parameter values in obtaining the results of predator-prey system. In the context of ecology, Hopf bifurcation helped us in determining the existence of a region of instability in the neighbourhood of co-existing equilibrium where prey and predator populations will both survive undergoing regular fluctuations.
In future to make the model more realistic ecologically we can introduce a fear factor in the growth of prey population i.e $\gamma$ can be replaced by $\frac{\gamma}{1+\theta P}$. Using this term growth of prey decreases as the population of predators becomes large, and increases as the population of prey becomes less. We can also study the same model by introducing another time delay when the breeder population turns to a suppressor population. It will give a dual time delays effect.

Due to non-availability of suitable software we left the sketching of the figures obtained from the model equations for future time.

## Appendix A

$a_{10}=a \epsilon I_{b}^{3} q-a \epsilon I_{b}^{3}-\alpha_{1}^{2} b \epsilon^{3} I_{b}^{3}-P_{0} \alpha_{1} \epsilon I_{b}^{4}-$ $\alpha_{1} \epsilon I_{b}^{3} \phi_{m b}-\alpha_{1} \epsilon^{2} I_{b}^{3}+\alpha_{1} \epsilon^{2} I_{b}^{3} q-B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{4}-$ $B_{0} \alpha_{1}^{2} \epsilon I_{b}^{4} \phi_{m b}-a \alpha_{1} b \epsilon^{2} I_{b}^{3}-P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{4}+$ $B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{4} q-\alpha_{1}^{2} b \epsilon^{2} I_{b}^{3} \phi_{m b}+\alpha_{1}^{2} b \epsilon^{3} I_{b}^{3} q-B_{0} a \alpha_{1} \epsilon I_{b}^{4}+$ $P_{0} \alpha_{1} \in I_{b}^{4} q-B_{0} P_{0} \alpha_{1}^{2} \epsilon I_{b}^{5}+B_{0} a \alpha_{1} \epsilon I_{b}^{4} q+$ $B_{0} P_{0} \alpha_{1}^{2} \epsilon I_{b}^{5} q+a \alpha_{1} b \epsilon^{2} I_{b}^{3} q+P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{4} q$.
$a_{9}=a I_{b}^{3} \phi_{m s}-2 a \epsilon I_{b}^{3}-2 \alpha_{1} \epsilon^{2} I_{b}^{3}-2 \alpha_{1}^{2} b \epsilon^{3} I_{b}^{3}-$ $P_{0} \alpha_{1} \in I_{b}^{4}+P_{0} \alpha_{1} I_{b}^{4} \phi_{m s}-2 \alpha_{1} \epsilon I_{b}^{3} \phi_{m b}+\alpha_{1} \in I_{b}^{3} \phi_{m s}+$ $2 a \epsilon I_{b}^{3} q+2 \alpha_{1} \epsilon^{2} I_{b}^{3} q-B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{4}-B_{0} \alpha_{1}^{2} \epsilon I_{b}^{4} \phi_{m b}-$ $2 a \alpha_{1} b \epsilon^{2} I_{b}^{3}-P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{4}+B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{4} q-$
$2 \alpha_{1}^{2} b \epsilon^{2} I_{b}^{3} \phi_{m b}+2 \alpha_{1}^{2} b \epsilon^{3} I_{b}^{3} q-B_{0} a \alpha_{1} \epsilon I_{b}^{4}+$ $P_{0} \alpha_{1} \in I_{b}^{4} q+B_{0} a \alpha_{1} \epsilon I_{b}^{4} q+2 a \alpha_{1} b \epsilon^{2} I_{b}^{3} q+$ $P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{4} q$.
$a_{8}=2 a I_{b}^{3} \phi_{m s}-a \epsilon I_{b}^{3}-\alpha_{1} \epsilon^{2} I_{b}^{3}-\alpha_{1}^{2} b \epsilon^{3} I_{b}^{3}+$ $P_{0} \alpha_{1} I_{b}^{4} \phi_{m s}-2 a \in I_{b}^{2} I_{s}-\alpha_{1} \in I_{b}^{3} \phi_{m b}+2 \alpha_{1} \in I_{b}^{3} \phi_{m s}+$ $a \epsilon I_{b}^{3} q-\alpha_{1} \epsilon^{2} I_{b}^{2} I_{s}-\alpha_{2} \epsilon^{2} I_{b}^{2} I_{s}+\alpha_{1} \epsilon^{2} I_{b}^{3} q-$ $a \alpha_{1} b \epsilon^{2} I_{b}^{3}+2 \alpha_{1} \epsilon^{2} I_{b}^{2} I_{s} q+\alpha_{2} \epsilon^{2} I_{b}^{2} I_{s} q-$ $B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{3} I_{s}-\alpha_{1}^{2} b \epsilon^{2} I_{b}^{3} \phi_{m b}+\alpha_{1}^{2} b \epsilon^{3} I_{b}^{3} q-$ $2 P_{0} \alpha_{1} \in I_{b}^{3} I_{s}-P_{0} \alpha_{2} \in I_{b}^{3} I_{s}-2 \alpha_{1} \in I_{b}^{2} I_{s} \phi_{m b}-$ $\alpha_{2} \in I_{b}^{2} I_{s} \phi_{m b}+3 a \in I_{b}^{2} I_{s} q-2 B_{0} a \alpha_{1} \in I_{b}^{3} I_{s}-$ $B_{0} a \alpha_{2} \epsilon I_{b}^{3} I_{s}+3 P_{0} \alpha_{1} \epsilon I_{b}^{3} I_{s} q+P_{0} \alpha_{2} \in I_{b}^{3} I_{s} q-$ $2 B_{0} \quad P_{0} \alpha_{1}^{2} \epsilon \epsilon I_{b}^{4} I_{s}-2 B_{0} \alpha_{1} \alpha_{2}$ $2 B_{0} \alpha_{1}^{2} \epsilon I_{b}^{3} I_{s} \phi_{m b}-a \alpha_{1} b \epsilon^{2} I_{b}^{2} I_{s}-a \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}-$ $2 \alpha_{1} \alpha_{2} b \epsilon^{3} I_{b}^{2} I_{s}+a \alpha_{1} b \epsilon^{2} I_{b}^{3} q-P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{3} I_{s}+$ $2 B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{3} I_{s} q-\alpha_{1}^{2} b \epsilon^{2} I_{b}^{2} I_{s} \phi_{m b}+\alpha_{1}^{2} b \epsilon^{3} I_{b}^{2} I_{s} q+$
 $2 B_{0} \alpha_{1} \alpha_{2} \epsilon I_{b}^{3} I_{s} \phi_{m b}+3 B_{0} a \alpha_{1} \epsilon I_{b}^{3} I_{s} q+$ $\begin{array}{lllllllllllll}B_{0} & a & \alpha_{2} & \epsilon & I_{b}^{3} & I_{s} & q+3 & B_{0} & P_{0} & \alpha_{1}^{2} & \epsilon & I_{b}^{4} & I_{s}\end{array} \quad q-$ $2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{3} \quad I_{s}+2 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{3} I_{s} q-$ $2 \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s} \phi_{m b}+2 a \alpha_{1} b \epsilon^{2} I_{b}^{2} I_{s} q+$ $\begin{array}{lllllllllllll}a & \alpha_{2} & b & \epsilon^{2} & I_{b}^{2} & I_{s} & q+2 & \alpha_{1} & \alpha_{2} & b & \epsilon^{3} & I_{b}^{2} & I_{s}\end{array} \quad q+$ $2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{3} I_{s} q+2 B_{0} P_{0} \alpha_{1} \alpha_{2} \in I_{b}^{4} I_{s} q$.
$a_{7}=a I_{b}^{3} \phi_{m s}-4 a \epsilon I_{b}^{2} I_{s}+\alpha_{1} \epsilon I_{b}^{3} \phi_{m s}+$ $3 a I_{b}^{2} I_{s} \phi_{m s}-2 \alpha_{1} \epsilon^{2} I_{b}^{2} I_{s}-2 \alpha_{2} \epsilon^{2} I_{b}^{2} I_{s}+$ $4 \alpha_{1} \epsilon^{2} I_{b}^{2} I_{s} q+2 \alpha_{2} \epsilon^{2} I_{b}^{2} I_{s} q-B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{3} I_{s}-$ $2 P_{0} \alpha_{1} \epsilon I_{b}^{3} I_{s}-P_{0} \alpha_{2} \epsilon I_{b}^{3} I_{s}+3 P_{0} \alpha_{1} I_{b}^{3} I_{s} \phi_{m s}+$ $P_{0} \alpha_{2} I_{b}^{3} I_{s} \phi_{m s}-4 \alpha_{1} \in I_{b}^{2} I_{s} \phi_{m b}-2 \alpha_{2} \in I_{b}^{2} I_{s} \phi_{m b}+$ $2 \alpha_{1} \epsilon I_{b}^{2} I_{s} \phi_{m s}+\alpha_{2} \in I_{b}^{2} I_{s} \phi_{m s}+6 a \epsilon I_{b}^{2} I_{s} q-$ $2 B_{0} a \alpha_{1} \epsilon I_{b}^{3} I_{s}-B_{0} a \alpha_{2} \epsilon I_{b}^{3} I_{s}+3 P_{0} \alpha_{1} \epsilon I_{b}^{3} I_{s} q+$ $P_{0} \alpha_{2} \in I_{b}^{3} I_{s} q-2 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{3} I_{s}-2 B_{0} \alpha_{1}^{2} \in I_{b}^{3} I_{s} \phi_{m b}-$ $2 a \alpha_{1} b \epsilon^{2} I_{b}^{2} I_{s}-2 a \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}-4 \alpha_{1} \alpha_{2} b \epsilon^{3} I_{b}^{2} I_{s}-$ $P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{3} I_{s}+2 B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{3} I_{s} q-2 \alpha_{1}^{2} b \epsilon^{2} I_{b}^{2} I_{s} \phi_{m b}+$
 $2 B_{0} \alpha_{1} \alpha_{2} \epsilon I_{b}^{3} I_{s} \phi_{m b}+3 B_{0} a \alpha_{1} \epsilon I_{b}^{3} I_{s} q+$ $\begin{array}{llllllllllll}B_{0} & a & \alpha_{2} & \epsilon & I_{b}^{3} & I_{s} & q-2 & P_{0} & \alpha_{1} & \alpha_{2} & b & \epsilon^{2}\end{array} I_{b}^{3} I_{s}+$ $2 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{3} I_{s} q-4 \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s} \phi_{m b}+$
 $4 \alpha_{1} \alpha_{2} b \epsilon^{3} I_{b}^{2} I_{s} q+2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{3} I_{s} q$.
$a_{6}=6 a I_{b}^{2} I_{s} \phi_{m s}-2 a \epsilon I_{b}^{2} I_{s}-a \epsilon I_{b} I_{s}^{2}-$ $\alpha_{1} \epsilon^{2} I_{b}^{2} I_{s}-\alpha_{2} \epsilon^{2} I_{b} I_{s}^{2}-\alpha_{2} \epsilon^{2} I_{b}^{2} I_{s}-P_{0} \alpha_{1} \epsilon I_{b}^{2} I_{s}^{2}-$ $2 P_{0} \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2}+\alpha_{1} \epsilon^{2} I_{b} I_{s}^{2} q+2 \alpha_{1} \epsilon^{2} I_{b}^{2} I_{s} q+$ $2 \alpha_{2} \epsilon^{2} I_{b} I_{s}^{2} q+\alpha_{2} \epsilon^{2} I_{b}^{2} I_{s} q-\alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2}+$ $3 P_{0} \alpha_{1} I_{b}^{3} I_{s} \phi_{m s}+P_{0} \alpha_{2} I_{b}^{3} I_{s} \phi_{m s}-B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2}-$ $\alpha_{1} \in I_{b} I_{s}^{2} \phi_{m b}-2 \alpha_{1} \in I_{b}^{2} I_{s} \phi_{m b}-2 \alpha_{2} \in I_{b} I_{s}^{2} \phi_{m b}-$ $\alpha_{2} \in I_{b}^{2} I_{s} \phi_{m b}+4 \alpha_{1} \in I_{b}^{2} I_{s} \phi_{m s}+2 \alpha_{2} \epsilon I_{b}^{2} I_{s} \phi_{m s}+$ $3 a \in I_{b} I_{s}^{2} q+3 a \epsilon I_{b}^{2} I_{s} q-P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2}+$ $B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2} q+B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2} q-B_{0} a \alpha_{1} \epsilon I_{b}^{2} I_{s}^{2}-$ $2 B_{0} a \alpha_{2} \in I_{b}^{2} I_{s}^{2}+3 P_{0} \alpha_{1} \in I_{b}^{2} I_{s}^{2} q+3 P_{0} \alpha_{2} \in I_{b}^{2} I_{s}^{2} q-$ $a \alpha_{1} b \epsilon^{2} I_{b}^{2} I_{s}-a \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2}-a \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}-$ $2 \alpha_{1} \alpha_{2} b \epsilon^{3} I_{b}^{2} I_{s}-B_{0} P_{0} \alpha_{1}^{2} \in I_{b}^{3} I_{s}^{2}-B_{0} P_{0} \alpha_{2}^{2} \in I_{b}^{3} I_{s}^{2}-$ $2 B_{0} \quad \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{2} I_{s}^{2}-B_{0} \alpha_{1}^{2} \epsilon I_{b}^{2} I_{s}^{2} \phi_{m b}-$ $B_{0} \alpha_{2}^{2} \epsilon I_{b}^{2} I_{s}^{2} \phi_{m b}-\alpha_{1}^{2} b \epsilon^{2} I_{b}^{2} I_{s} \phi_{m b}-\alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{2} \phi_{m b}+$ $\alpha_{1}^{2} b \epsilon^{3} I_{b}^{2} I_{s} q+\alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2} q+3 B_{0} P_{0} \alpha_{1}^{2} \epsilon I_{b}^{3} I_{s}^{2} q+$ $B_{0} \quad P_{0} \quad \alpha_{2}^{2} \in I_{b}^{3} I_{s}^{2} \quad q-2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2}+$ $4 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{2} \quad I_{s}^{2} q+P_{0} \alpha_{1}^{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2} \quad q+$
 $4 B_{0} \alpha_{1} \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2} \phi_{m b}+3 B_{0} a \alpha_{1} \epsilon I_{b}^{2} I_{s}^{2} q+$ $3 B_{0} a \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2} q-2 \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2} \phi_{m b}-$
$2 \alpha_{1} \alpha_{2} b \epsilon^{2} \quad I_{b}^{2} I_{s} \phi_{m b}+a \alpha_{1} b \epsilon^{2} I_{b} I_{s}^{2} q+$ $2 a \alpha_{1} b \epsilon^{2} I_{b}^{2} I_{s} q+2 a \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2} q+a \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s} q+$
 $6 B_{0} P_{0} \alpha_{1} \alpha_{2} \in I_{b}^{3} I_{s}^{2} q+4 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2} q$.
$a_{5}=3 a I_{b} I_{s}^{2} \phi_{m s}-2 a \epsilon I_{b} I_{s}^{2}+3 a I_{b}^{2} I_{s} \phi_{m s}-$ $2 \alpha_{2} \epsilon^{2} I_{b} I_{s}^{2}-P_{0} \alpha_{1} \in I_{b}^{2} I_{s}^{2}-2 P_{0} \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2}+$ $3 P_{0} \alpha_{1} I_{b}^{2} I_{s}^{2} \phi_{m s}+3 P_{0} \alpha_{2} I_{b}^{2} I_{s}^{2} \phi_{m s}+2 \alpha_{1} \epsilon^{2} I_{b} I_{s}^{2} q+$ $4 \alpha_{2} \epsilon^{2} I_{b} I_{s}^{2} q-2 \alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2}-B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2}-$ $2 \alpha_{1} \in I_{b} I_{s}^{2} \phi_{m b}-4 \alpha_{2} \in I_{b} I_{s}^{2} \phi_{m b}+\alpha_{1} \in I_{b} I_{s}^{2} \phi_{m s}+$ $2 \alpha_{1} \epsilon I_{b}^{2} I_{s} \phi_{m s}+2 \alpha_{2} \epsilon I_{b} I_{s}^{2} \phi_{m s}+\alpha_{2} \epsilon I_{b}^{2} I_{s} \phi_{m s}+$ $6 a \epsilon I_{b} I_{s}^{2} q-P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2}+B_{0} \alpha_{1}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2} q+$ $B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b}^{2} I_{s}^{2} q-B_{0} a \alpha_{1} \epsilon I_{b}^{2} I_{s}^{2}-2 B_{0} a \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2}+$ $3 P_{0} \alpha_{1} \in I_{b}^{2} I_{s}^{2} q+3 P_{0} \alpha_{2} \in I_{b}^{2} I_{s}^{2} q-2 a \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2}-$ $2 B_{0} \quad \alpha_{1} \quad \alpha_{2} \quad \epsilon^{2} \quad I_{b}^{2} \quad I_{s}^{2}-B_{0} \alpha_{1}^{2} \in I_{b}^{2} I_{s}^{2} \phi_{m b}-$ $B_{0} \alpha_{2}^{2} \epsilon I_{b}^{2} I_{s}^{2} \phi_{m b}-2 \alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{2} \phi_{m b}+2 \alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2} q-$ $2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2}+4 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b}^{2} I_{s}^{2} q+$ $\begin{array}{llllllllllllllllllllll}P_{0} & \alpha_{1}^{2} & b & \epsilon^{2} & I_{b}^{2} & I_{s}^{2} & q+P_{0} & \alpha_{2}^{2} & b & \epsilon^{2} & I_{b}^{2} & I_{s}^{2} & q & -\end{array}$ $4 B_{0} \alpha_{1} \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2} \phi_{m b}+3 B_{0} a \alpha_{1} \epsilon I_{b}^{2} I_{s}^{2} q+$ $3 B_{0} a \alpha_{2} \epsilon I_{b}^{2} I_{s}^{2} q-4 \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2} \phi_{m b}+$
 $4 \alpha_{1} \alpha_{2} b \epsilon^{3} I_{b} I_{s}^{2} q+4 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b}^{2} I_{s}^{2} q$.
$a_{4}=a \epsilon I_{s}^{3} q-\alpha_{2} \epsilon I_{s}^{3} \phi_{m b}-a \epsilon I_{b} I_{s}^{2}+6 a I_{b} I_{s}^{2} \phi_{m s}-$ $\alpha_{2} \epsilon^{2} I_{b} I_{s}^{2}+\alpha_{2} \epsilon^{2} I_{s}^{3} q+3 P_{0} \alpha_{1} I_{b}^{2} I_{s}^{2} \phi_{m s}+$ $3 P_{0} \alpha_{2} I_{b}^{2} I_{s}^{2} \phi_{m s}+\alpha_{1} \epsilon^{2} I_{b} I_{s}^{2} q+2 \alpha_{2} \epsilon^{2} I_{b} I_{s}^{2} q-$ $B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b} I_{s}^{3}-\alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2}-\alpha_{2}^{2} b \epsilon^{2} I_{s}^{3} \phi_{m b}+$ $\alpha_{2}^{2} b \epsilon^{3} I_{s}^{3} q-P_{0} \alpha_{2} \in I_{b} I_{s}^{3}-\alpha_{1} \epsilon I_{b} I_{s}^{2} \phi_{m b}-$ $2 \alpha_{2} \in I_{b} I_{s}^{2} \phi_{m b}+2 \alpha_{1} \in I_{b} I_{s}^{2} \phi_{m s}+4 \alpha_{2} \in I_{b} I_{s}^{2} \phi_{m s}+$ $3 a \in I_{b} I_{s}^{2} q-B_{0} a \alpha_{2} \in I_{b} I_{s}^{3}+P_{0} \alpha_{1} \in I_{b} I_{s}^{3} q+$ $3 P_{0} \alpha_{2} \in I_{b} I_{s}^{3} q-2 B_{0} \alpha_{2}^{2} \in I_{b} I_{s}^{3} \phi_{m b}-a \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{2}+$ $a \alpha_{2} b \epsilon^{2} I_{s}^{3} q-2 B_{0} P_{0} \alpha_{2}^{2} \epsilon I_{b}^{2} I_{s}^{3}-P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{3}+$ $2 B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b} I_{s}^{3} q-\alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{2} \phi_{m b}+\alpha_{2}^{2} b \epsilon^{3} I_{b} I_{s}^{2} q+$ $B_{0} \quad P_{0} \alpha_{1}^{2} \in I_{b}^{2} I_{s}^{3} \quad q+3 B_{0} \quad P_{0} \quad \alpha_{2}^{2} \in I_{b}^{2} I_{s}^{3} \quad q+$

 $2 B_{0} P_{0} \alpha_{1} \alpha_{2} \epsilon I_{b}^{2} I_{s}^{3}+2 B_{0} \alpha_{1} \alpha_{2} \epsilon^{2} I_{b} I_{s}^{3} q-$

 $6 B_{0} P_{0} \alpha_{1} \alpha_{2} \in I_{b}^{2} I_{s}^{3} q+2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{3} q$.
$a_{3}=a I_{s}^{3} \phi_{m s}-2 \alpha_{2} \epsilon I_{s}^{3} \phi_{m b}+\alpha_{2} \epsilon I_{s}^{3} \phi_{m s}+$ $2 a \epsilon I_{s}^{3} q+3 a I_{b} I_{s}^{2} \phi_{m s}+2 \alpha_{2} \epsilon^{2} I_{s}^{3} q-B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b} I_{s}^{3}-$ $2 \alpha_{2}^{2} b \epsilon^{2} I_{s}^{3} \phi_{m b}+2 \alpha_{2}^{2} b \epsilon^{3} I_{s}^{3} q-P_{0} \alpha_{2} \epsilon I_{b} I_{s}^{3}+$ $P_{0} \alpha_{1} I_{b} I_{s}^{3} \phi_{m s}+3 P_{0} \alpha_{2} I_{b} I_{s}^{3} \phi_{m s}+\alpha_{1} \in I_{b} I_{s}^{2} \phi_{m s}+$ $2 \alpha_{2} \epsilon I_{b} I_{s}^{2} \phi_{m s}-B_{0} a \alpha_{2} \epsilon I_{b} I_{s}^{3}+P_{0} \alpha_{1} \in I_{b} I_{s}^{3} q+$ $3 P_{0} \alpha_{2} \in I_{b} I_{s}^{3} q-2 B_{0} \alpha_{2}^{2} \in I_{b} I_{s}^{3} \phi_{m b}+2 a \alpha_{2} b \epsilon^{2} I_{s}^{3} q-$ $P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{3}+2 B_{0} \alpha_{2}^{2} \epsilon^{2} I_{b} I_{s}^{3} q+2 P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{b} I_{s}^{3} q-$ $2 B_{0} \alpha_{1} \alpha_{2} \epsilon I_{b} I_{s}^{3} \phi_{m b}+B_{0} a \alpha_{1} \epsilon I_{b} I_{s}^{3} q+$
 $2 P_{0} \alpha_{1} \alpha_{2} b \epsilon^{2} I_{b} I_{s}^{3} q$.
$a_{2}=2 a I_{s}^{3} \phi_{m s}-\alpha_{2} \epsilon I_{s}^{3} \phi_{m b}+2 \alpha_{2} \epsilon I_{s}^{3} \phi_{m s}+$ $a \epsilon I_{s}^{3} q+\alpha_{2} \epsilon^{2} I_{s}^{3} q-B_{0} \alpha_{2}^{2} \epsilon I_{s}^{4} \phi_{m b}+B_{0} \alpha_{2}^{2} \epsilon^{2} I_{s}^{4} q-$
 $P_{0} \alpha_{1} I_{b} I_{s}^{3} \phi_{m s}+3 P_{0} \alpha_{2} I_{b} I_{s}^{3} \phi_{m s}+B_{0} a \alpha_{2} \epsilon I_{s}^{4} q-$ $B_{0} P_{0} \alpha_{2}^{2} \epsilon I_{b} I_{s}^{4}+a \alpha_{2} b \epsilon^{2} I_{s}^{3} q+P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{s}^{4} q+$ $3 B_{0} P_{0} \alpha_{2}^{2} \epsilon I_{b} I_{s}^{4} q+2 B_{0} P_{0} \alpha_{1} \alpha_{2} \in I_{b} I_{s}^{4} q$.
$a_{1}=a I_{s}^{3} \phi_{m s}+P_{0} \alpha_{2} I_{s}^{4} \phi_{m s}+\alpha_{2} \epsilon I_{s}^{3} \phi_{m s}-$
$B_{0} a \alpha_{2} \epsilon I_{s}^{4} q+P_{0} \alpha_{2}^{2} b \epsilon^{2} I_{s}^{4} q$.
$a_{0}=B_{0} P_{0} \in q \alpha_{2}^{2} I_{s}^{5}+P_{0} \phi_{m s} \alpha_{2} I_{s}^{4}$.

## REFERENCES

[1] C. J. Kreb, S. Boutin, R. Boonstra et al., "Impact of food and predation on the snowshoe hare cycle," Science, Wash,vol. 269, pp1112-1115, 1995.
[2] W. Xiaoying, Z. Liana and Z. Xingfu, "Modelling the fear effect in predator-prey interactions," Journal of Math. Biol., vol. 73, pp11791204, 2016.
[3] K. H. Elliott, G. S. Betini and D. R. Norris, "Fear creates an Allee effect: experimental evidence from seasonal populations," Proc. R. Soc. B. Lond, vol. 284, 20170878 , 2017.
[4] A. Das and G. P. Samanta,"Modeling the fear effect on a stochastic prey-predator system with additional food for the predator," J. Phys. A: Math. Theor, vol. 51, 465601, 2018.
[5] H. Zhang, S. Fu and W. Wang, "Impact of the fear effect in a preypredator model incorporating a prey refuge," Appl. Math. Comput., vol. 356, pp328-337, 2019.
[6] R. Boonstra, "Population cycles in microtines: the senescence hypothesis," Evol. Ecol., vol. 8, pp196-219, 1994.
[7] A. Lomnicki, "Why do populations of small rodents cycle? A new hypothesis with numerical model," Evol. Ecol., vol. 9, pp64-81, 1995.
[8] C. J. Krebs and J. H. Myers, "Population cycles in small mammals," Adv. Ecol. Res., vol. 8, pp267-399, 1974.
[9] M. J. Taitt and C. J. Krebs, "Population dynamics and cycles," In Biology of New World Microtus, ed. R. H. Tamarin, no. 8, pp567620, 1985.
[10] R. S. Ostfeld, C. D. Canham, and S. R. Pugh, " Intrinsic densitydependent regulation of vole populations," Nature, Lond., vol. 366, pp259-261, 1993.
[11] S. L. Lima, "Stress and decision making under the risk of predation: recent developments from behavioral, reproductive and ecological perspectives," Adv. Study Behav., vol. 27, pp215-290, 1997.
[12] H. Ylönen, " Weasels Mustela nivalis suppress reproduction in cyclic bank voles Clethrionomys glareolus," Oikos, vol. 55, pp138-140, 1989.
[13] H. Ylönen, " Vole cycles and antipredatory behaviour," Trends in Ecology and Evolution, vol. 9, pp426-430, 1994.
[14] I. Hanski, P. Turchin, E. Korpimki, and H. Henttonen, " Population oscillations of boreal rodents: regulation by mustelid predators leads to chaos," Nature, Lond., vol. 364, pp232-235, 1993.
[15] D. S. Hik," Does risk of predation influence population dynamics? Evidence from the cyclic decline of snowshoe hares," Wildl. Res., vol. 22, pp115-129, 1995.
[16] E. Korpimäki, "Regulation of multiannual vole cycles by densitydependent avian and mammalian predation?," Oikos, vol. 66, pp359363, 1993.
[17] K. Norrdahl and E. Korpimäki, "Mortality factors in a cyclic vole population," Proc. R. Soc. Lond. B, vol. 261, pp49-53, 1995.
[18] G. D. Ruxton and S. L. Lima, "Predator-induced breeding suppression and its consequences for predator-prey population dynamics," Proc. R. Soc. Lond. B, vol. 264, pp409-415, 1997.
[19] H. Kokko and G. D. Ruxton, " Breeding suppression and predator-prey dynamics," Ecology, vol. 81, pp252-260, 2000.
[20] G. D. Ruxton, Q. J. A. Khan and M. Al-Lawatia, " The stability of internal equilibrium in predator-prey models with breeding suppression," IMA Journal of Mathematics Applied in Medicine and Biology, vol. 19, pp207-219, 2002.
[21] D. W. Stephens and J. R. Krebs, Foraging Theory, NJ: Princeton University Press, 1986.
[22] C. R. Fisher-Piette, C. R. Soc. Biologeogr, vol. 92, pp47-48, 1934.
[23] D. Reznick and J. A. Endler, "The impact of predation on life history evolution in Trinidadian guppies: Genetic basis of observed life history," Evolution, vol. 36, pp1236-1250, 1982.
[24] J. H. Lawton, J. R. Beddington and R. Bonser, " Switching in invertebrate predators," Ecological stability, pp141-158, 1974.
[25] C. S. Holling, " Principles of insect predation," Ann. Rev. Entomol, vol. 6, pp163-182, 1961.
[26] F. Takahashi, " Reproduction curve with two equilibrium points: A consideration of fluctuation of insect population," Res. Pop. Ecol., vol. 6, pp28-36, 1964.
[27] R. M. May, Stability and complexity in model ecosystems, NJ: Princeton University Press, 1973.
[28] R. M. May, "Some mathematical problems in biology," Providence, RI, Am. Math. Soc., vol. 4, pp11-29, 1974.
[29] M. Tansky, "Switching effect in prey-predator system," J. Theor. Biol., vol. 70, pp263-271, 1978.
[30] Prajneshu and P. Holgate, "A prey-predator model with switching effect," J. Theor. Biol., vol. 125, pp61-66, 1987.
[31] Q. J. A. Khan, B. S. Bhatt, R. P. Jaju, "Stability of a switching model with two habitats and a predator," J. Phys. Soc. Japan, vol. 63, pp19952001, 1994.
[32] Q. J. A. Khan, B. S. Bhatt and R. P. Jaju, "Switching model with two habitats and a predator involving group defence," J. Non. Math. Phy., vol. 5, pp212-229, 1998.
[33] Q. J. A. Khan, E. Balakrishnan and G. C. Wake, "Analysis of a predator-prey system with predator switching," Bull. Math. Biol., vol. 66, pp109-123, 2004.
[34] H. I. Freedman and G. Wolkowicz, "Predator-prey system with group defence: the paradox of enrichment revisited," Bull. Math. Biol., vol. 48, pp493-508, 1986.
[35] R. Shigui and H. I. Freedman, "Persistence in three species food chain models with group defense," Math. Biosci., vol. 107, pp111-125, 1991.
[36] H. I. Freedman and Shigui Ruan, "Hopf bifurcation in three species food chain models with group defense," Math. Biosci., vol. 111, pp7387, 1992.
[37] N. MacDonald, Biological Delay Systems: Linear stability theory, Cambridge University press, 1989.
[38] Y. Kuang, Delay differential Equation with Application in population dynamics, Academic Press, New York, vol. 66, pp359-363, 1993.
[39] Qin Yue, "Permanence of a Delayed Biological System with Stage Structure and Density-dependent Juvenile Birth Rate," Engineering Letters, vol. 27, no. 2, pp263-268, 2019.
[40] R. O. Petrson and R. E. Page, "The rise and fall of Isle Royale Wolves," J. Mamm., vol. 69, pp1975-1986, 1988.
[41] M. Kalecki, "A macrodynamic theory of business cycles," Ecnometrica, vol. 3, pp327-344, 1935.
[42] S. N. Chow and J. K. Hale, Methods of Bifurcation Theory, SpringerVerlag, New York, 1982.
[43] J. E. Marsden and M. McCracken, The Hopf Bifurcation and its Applications, Applied Mathematical Sciences, vol. 19, Springer-Verlag, New York, 1976.
[44] L. Y. Zanette, A. F. White, M. C. Allen and M. Clinchy, "Perceived predation risk reduces the number of offspring songbirds produce per year," Science, vol. 334, pp1398-1401, 2011.


[^0]:    Manuscript received January 21, 2020; revised July 27, 2020.
    Qamar J.A. Khan and Hamed Al Shamsi are with Department of mathematics, college of science, Sultan Qaboos University, P.O. Box 36, Al-Khod 123, Sultanate of Oman,(qjalil@squ.edu.om and hshamsi@squ.edu.om),

    Fatma A. Al-Kharousi is with Department of Mathematics, Rustaq college of Education, Sultanate of Oman, ( fatma.ahmed.rus@cas.edu.om).

