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#### Abstract

This letter proposes and investigates a fuzzy stochastic model which depicts the mechanism of integration of informatization and industrialization (MIII for short). Sharp sufficient criteria for stagnation and prosperity of industrialization and informatization are provided. Some critical functions of imprecise parameters and stochastic perturbations on MIII are uncovered and numerically illustrated.
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## I. Introduction

WITH the rapid development of information and communication technology, the integration of informatization and industrialization has been becoming more and more manifest ( [1], [3], [4], [6]). Understanding the mechanism of integration of informatization and industrialization (MIII) is of great significance for making policy ( [7], [9], [10], [14], [16]). As a result, in recent years, the researches on MIII have received much attention ( [21]-[23], [25], [27][29], [31], [32]). Particularly, Wang and Du [22] used the following mathematical model to portray MIII:

$$
\left\{\begin{align*}
\frac{\mathrm{d} N_{1}(t)}{\mathrm{d} t} & =N_{1}(t)\left[\eta_{1}-N_{1}(t)+\rho_{1} N_{2}(t)\right]  \tag{1}\\
\frac{\mathrm{d} N_{2}(t)}{\mathrm{d} t} & =N_{2}(t)\left[\eta_{2}-N_{2}(t)+\rho_{2} N_{1}(t)\right]
\end{align*}\right.
$$

where $N_{1}(t)$ and $N_{2}(t)$ represent the diffusion rates of information technologies and industrial technologies, respectively. $\eta_{i}$ is the growth rates of $N_{i}(t), \rho_{i}$ represents the influence rate of $N_{j}$ to $N_{i}, i, j=1,2, i \neq j$. Due to the fact that the self-influence rates of $N_{i}$ are larger than the influence rates between $N_{i}$ and $N_{j}$, hence it is supposed that $0 \leq \rho_{1}, \rho_{2} \leq 1$, $i, j=1,2, i \neq j$. The authors [22] analyzed the stability of model (1).

On the other hand, during the development of information and communication technology, the evolutions of information technologies and industrial technologies are inevitably influenced by environmental perturbations, consequently, Yan et al. [30] added white noise into model (1), and tested the

[^0]following stochastic model:
\[

\left\{$$
\begin{align*}
\mathrm{d} N_{1}(t)= & \left.N_{1}(t)\left[\eta_{1}-N_{1}(t)+\rho_{1} N_{2}(t)\right)\right] \mathrm{d} t  \tag{2}\\
& +\psi_{1} N_{1}(t) \mathrm{d} W_{1}(t), \\
\mathrm{d} N_{2}(t)= & \left.N_{2}(t)\left[\eta_{2}-N_{2}(t)+\rho_{2} N_{1}(t)\right)\right] \mathrm{d} t \\
& +\psi_{2} N_{2}(t) \mathrm{d} W_{2}(t) .
\end{align*}
$$\right.
\]

where $\psi_{i}^{2}$ stands for the intensity of the environmental perturbations, $\left\{W_{1}(t)\right\}_{t \geq 0}$ and $\left\{W_{2}(t)\right\}_{t \geq 0}$ are two standard Brownian motions. For model (2), the authors [30] explored the existence of a unique stationary distribution.

In model (2), the authors hypothesized that all the parameters are precisely known. However, as a matter of fact, in the real world all parameter values could not be precisely known owing to the deficiency of real data and errors in the measurement process ( [17], [19]). Several scholars ( [17], [19]) pointed out that fuzzy models could fit reality better. Thus it is useful to test model (2) with imprecise parameters and to examine the influences of imprecise parameters on the properties of the model. Nevertheless, as far as we are concerned, few researches of this aspect have been carried out.

Motivated by these, in this paper, we introduce imprecise parameters into model (2) and pay attention to the following fuzzy stochastic model

$$
\left\{\begin{align*}
\mathrm{d} N_{1}(t)= & \left.N_{1}(t)\left[\hat{\eta}_{1}-N_{1}(t)+\hat{\rho}_{1} N_{2}(t)\right)\right] \mathrm{d} t  \tag{3}\\
& +\hat{\psi}_{1} N_{1}(t) \mathrm{d} W_{1}(t) \\
\mathrm{d} N_{2}(t)= & \left.N_{2}(t)\left[\hat{\eta}_{2}-N_{2}(t)+\hat{\rho}_{2} N_{1}(t)\right)\right] \mathrm{d} t \\
& +\hat{\psi}_{2} N_{2}(t) \mathrm{d} W_{2}(t)
\end{align*}\right.
$$

where $\hat{g}$ represents the interval counterpart of $g$, namely,

$$
\hat{g}=\left[g_{l}, g_{u}\right]=\left\{y \in \mathbb{R} \mid g_{l} \leq y \leq g_{u}\right\} .
$$

For arbitrary $y \in\left[g_{l}, g_{u}\right]$, there exists a $q \in[0,1]$ such that $y=g_{l}^{1-q} g_{u}^{q}$. As a result, in this letter, we shall test the
following model:

$$
\left\{\begin{align*}
\mathrm{d} N_{1}(t)= & \left.N_{1}(t)\left[\eta_{1 l}^{1-q} \eta_{1 u}^{q}-N_{1}(t)+\rho_{1 l}^{1-q} \rho_{1 u}^{q} N_{2}(t)\right)\right] \mathrm{d} t \\
& +\psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}(t) \mathrm{d} W_{1}(t), \\
\mathrm{d} N_{2}(t)= & \left.N_{2}(t)\left[\eta_{2 l}^{1-q} \eta_{2 u}^{q}-N_{2}(t)+\rho_{2 l}^{1-q} \rho_{2 u}^{q} N_{1}(t)\right)\right] \mathrm{d} t  \tag{4}\\
& +\psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}(t) \mathrm{d} W_{2}(t) .
\end{align*}\right.
$$

II. The existence and uniqueness of the solution Define

$$
\begin{gathered}
\mathbb{R}_{+}^{2}=\left\{a=\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2} \mid a_{i}>0, i=1,2\right\} \\
\alpha_{i}(q)=\psi_{i l}^{2(1-q)} \psi_{i u}^{2 q} / 2, i=1,2 \\
\beta_{i}(q)=\eta_{i l}^{1-q} \eta_{i u}^{q}-\psi_{i l}^{2(1-q)} \psi_{i u}^{2 q} / 2, \\
\gamma(q)=1-\rho_{1 l}^{1-q} \rho_{1 u}^{q} \rho_{2 l}^{1-q} \rho_{2 u}^{q}, \\
\gamma_{1}(q)=\beta_{1}(q)+\beta_{2}(q) \rho_{1 l}^{1-q} \rho_{1 u}^{q}, \\
\gamma_{2}(q)=\beta_{2}(q)+\beta_{1}(q) \rho_{2 l}^{1-q} \rho_{2 u}^{q}, \\
\Psi(q)=\alpha_{1} \eta_{2 l}^{1-q} \eta_{2 u}^{q}-\alpha_{2} \eta_{1 l}^{1-q} \eta_{1 u}^{q} \\
\theta_{1}(q)=\eta_{1 l}^{1-q} \eta_{1 u}^{q}+\rho_{1 l}^{1-q} \rho_{1 u}^{q} \eta_{2 l}^{1-q} \eta_{2 u}^{q} \\
\theta_{2}(q)=\eta_{2 l}^{1-q} \eta_{2 u}^{q}+\rho_{2 l}^{1-q} \rho_{2 u}^{q} \eta_{1 l}^{1-q} \eta_{1 u}^{q} ; \\
\sigma_{1}(q)=\alpha_{1}(q)+\rho_{1 l}^{1-q} \rho_{1 u}^{q} \alpha_{2}(q) \\
\sigma_{2}(q)=\alpha_{2}(q)+\rho_{2 l}^{1-q} \rho_{2 u}^{q} \alpha_{1}(q), \\
\pi_{1}(q)=\eta_{1 l}^{1-q} \eta_{1 u}^{q} / \alpha_{1}(q), \pi_{2}(q)=\theta_{2}(q) / \sigma_{2}(q) ; \\
\bar{h}(t)=t^{-1} \int_{0}^{t} h(s) d s, \\
h^{*}=\limsup _{t \rightarrow+\infty} h(t), h_{*}=\liminf _{t \rightarrow+\infty} h(t)
\end{gathered}
$$

One can see that

$$
\beta_{i}(q)=\eta_{i l}^{1-q} \eta_{i u}^{q}-\alpha_{i}(q), \gamma_{i}(q)=\theta_{i}(q)-\sigma_{i}(q), i=1,2
$$

In this letter, we always hypothesize that

$$
\eta_{1 l}^{1-q} \eta_{1 u}^{q} / \alpha_{1}(q)>\eta_{2 l}^{1-q} \eta_{2 u}^{q} / \alpha_{2}(q)
$$

Consequently, $\pi_{1}(q) \geq \pi_{2}(q)$.
Since both $N_{1}(t)$ and $N_{2}(t)$ represent the growth rates, hence we should give some conditions under which $N_{1}(t)>$ 0 and $N_{2}(t)>0$ to be realistic.
Lemma 1. For any $N(0) \in \mathbb{R}_{+}^{2}$, model (4) possesses a unique global positive solution $N(t)=\left(N_{1}(t), N_{2}(t)\right)^{\mathrm{T}}$ almost surely (a.s.). Additional, for every $p>1$, there exists a positive constant $K=K(p)$ such that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \mathbb{E}\left(N_{i}^{p}(t)\right) \leq K \tag{5}
\end{equation*}
$$

Proof. We can deduce from

$$
\gamma(q)=1-\rho_{1 l}^{1-q} \rho_{1 u}^{q} \rho_{2 l}^{1-q} \rho_{2 u}^{q}>0
$$

that there exist two positive constants $c_{1}(q)$ and $c_{2}(q)$ such that

$$
\begin{equation*}
-2 a(q):=\lambda_{\max }\left(C(q) \rho(q)+\rho^{T}(q) C(q)\right)<0 \tag{6}
\end{equation*}
$$

where

$$
\begin{gathered}
\rho(q)=\left(\begin{array}{cc}
-1 & \rho_{1 l}^{1-q} \rho_{1 u}^{q} \\
\rho_{2 l}^{1-q} \rho_{2 u}^{q} & -1
\end{array}\right), \\
C=\left(\begin{array}{cc}
c_{1}(q) & 0 \\
0 & c_{2}(q)
\end{array}\right),
\end{gathered}
$$

and $\lambda_{\max }\left(C(q) \rho(q)+\rho^{T}(q) C(q)\right)$ stands for the largest eigenvalue of $C(q) \rho(q)+\rho^{T}(q) C(q)$. Actually, one can find out two positive constants $c_{1}(q)$ and $c_{2}(q)$ such that

$$
\rho_{1 l}^{1-q} \rho_{1 u}^{q} c_{1}(q)=\rho_{2 l}^{1-q} \rho_{2 u}^{q} c_{2}(q) .
$$

As a result,

$$
\left|C(q) \rho(q)+\rho^{T}(q) C(q)\right|=4 c_{1}(q) c_{2}(q) \gamma(q)>0
$$

It follows that

$$
\lambda_{\max }\left(C(q) \rho(q)+\rho^{T}(q) C(q)\right)<0
$$

Define

$$
U(N)=c_{1}(q) N_{1}+c_{2}(q) N_{2}, \quad N \in \mathbb{R}_{+}^{2} .
$$

Then Itô's formula ( [15]) means that

$$
\begin{array}{rl}
\mathrm{d} & U(N) \\
= & c_{1}(q) N_{1}\left[\eta_{1 l}^{1-q} \eta_{1 u}^{q}-N_{1}-\rho_{1 l}^{1-q} \rho_{1 u}^{q} N_{2}\right] \mathrm{d} t \\
& +c_{2}(q) N_{2}\left[\eta_{2 l}^{1-q} \eta_{2 u}^{q}-N_{2}-\rho_{2 l}^{1-q} \rho_{2 u}^{q} N_{1}\right] \mathrm{d} t \\
& +c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1} \mathrm{~d} W_{1}(t) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2} \mathrm{~d} W_{2}(t) \\
= & {\left[c_{1}(q) \eta_{1 l}^{1-q} \eta_{1 u}^{q} N_{1} \eta_{1 l}^{1-q} \eta_{1 u}^{q}\right.} \\
& \left.+c_{2}(q) \eta_{2 l}^{1-q} \eta_{2 u}^{q} N_{2}+N^{\mathrm{T}} C \rho(q) N\right] \mathrm{d} t \\
& +c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1} \mathrm{~d} W_{1}(t) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2} \mathrm{~d} W_{2}(t) \\
= & {\left[c_{1}(q) \eta_{1 l}^{1-q} \eta_{1 u}^{q} N_{1} \eta_{1 l}^{1-q} \eta_{1 u}^{q}+c_{2}(q) \eta_{2 l}^{1-q} \eta_{2 u}^{q} N_{2}\right.} \\
& \left.+\frac{1}{2} N^{T}\left(C(q) \rho(q)+\rho^{\mathrm{T}}(q) C(q)\right) N\right] \mathrm{d} t \\
& +c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1} \mathrm{~d} W_{1}(t) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2} \mathrm{~d} W_{2}(t) \\
\leq & {\left[c_{1}(q) \eta_{1 l}^{1-q} \eta_{1 u}^{q} N_{1} \eta_{1 l}^{1-q} \eta_{1 u}^{q}+c_{2}(q) \eta_{2 l}^{1-q} \eta_{2 u}^{q} N_{2}\right.} \\
& \left.-a(q)\left(N_{1}^{2}+N_{2}^{2}\right)\right] \mathrm{d} t \\
& +c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1} \mathrm{~d} W_{1}(t) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2} \mathrm{~d} W_{2}(t) \\
\leq & k_{1} d t+c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1} \mathrm{~d} W_{1}(t) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2} \mathrm{~d} W_{2}(t)
\end{array}
$$

The following proof is standard and hence is left out ( [12]).

## III. STAGNATION AND PROSPERITY

Lemma 2. The solution of model (1) obeys

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \frac{\ln N_{i}(t)}{\ln t} \leq 1, \quad \text { a.s., } i=1,2 . \tag{7}
\end{equation*}
$$

Proof. We can deduce from Itô's formula that

$$
\begin{aligned}
& \mathrm{d}\left[e^{t} V(N(t))\right]=e^{t} V(N(t)) \mathrm{d} t+e^{t} \mathrm{~d} U(N(t)) \\
& \leq e^{t}\left[c_{1}(q) N_{1}(t)+c_{2}(q) N_{2}(t)+\eta_{1 l}^{1-q} \eta_{1 u}^{q} c_{1} N_{1}(t)\right. \\
& \left.\quad+\eta_{2 l}^{1-q} \eta_{2 u}^{q} c_{2} N_{2}(t)-a(q)\left(N_{1}^{2}(t)+N_{2}^{2}(t)\right)\right] \mathrm{d} t \\
& \quad+e^{t}\left[c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}(t) \mathrm{d} W_{1}(t)\right. \\
& \left.\quad+c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}(t) \mathrm{d} W_{2}(t)\right] \\
& \leq \\
& k_{1} e^{t} \mathrm{~d} t+e^{t}\left[c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}(t) \mathrm{d} W_{1}(t)\right. \\
& \left.\quad+c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}(t) \mathrm{d} W_{2}(t)\right] .
\end{aligned}
$$

Consequently

$$
\limsup _{t \rightarrow+\infty} \mathbb{E} U(N(t)) \leq k_{1}
$$

It then follows from

$$
|N| \leq N_{1}+N_{2} \leq U(N) / \min \left\{c_{1}(q), c_{2}(q)\right\}
$$

that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \mathbb{E}|N(t)| \leq k_{1} / \min \left\{c_{1}(q), c_{2}(q)\right\}=: k_{2} \tag{9}
\end{equation*}
$$

An application of Itô's formula again,

$$
\begin{aligned}
& \mathbb{E} U(N(t+1)) \leq \mathbb{E} U(N(t)) \\
& +\mathbb{E} \int_{t}^{t+1}\left[\eta_{1 l}^{1-q} \eta_{1 u}^{q} c_{1}(q) N_{1}(s)\right. \\
& \left.+\eta_{2 l}^{1-q} \eta_{2 u}^{q} c_{2}(q) N_{2}(s)-a(q)\left(N_{1}^{2}(s)+N_{2}^{2}(s)\right)\right] \mathrm{d} s \\
& \leq \mathbb{E} U(N(t))+\varpi \mathbb{E} \int_{t}^{t+1}|N(s)| \mathrm{d} s \\
& \quad-a(q) \mathbb{E} \int_{t}^{t+1}|N(s)|^{2} \mathrm{~d} s
\end{aligned}
$$

where

$$
\varpi=\sqrt{2} \max \left\{\eta_{1 l}^{1-q} \eta_{1 u}^{q} c_{1}(q), \eta_{2 l}^{1-q} \eta_{2 u}^{q} c_{2}(q)\right\}
$$

Notice that

$$
\mathbb{E} U(N(t+1)) \geq 0
$$

then

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \mathbb{E} \int_{t}^{t+1}|N(s)|^{2} \mathrm{~d} s \leq\left(k_{1}+\varpi k_{2}\right) / a(q)=: k_{3} \tag{10}
\end{equation*}
$$

We then deduce from Itô's formula that

$$
\begin{align*}
& \mathbb{E}\left(\sup _{t \leq u \leq t+1} U(N(u))\right) \\
& \leq \mathbb{E} U(N(t))+\varpi \mathbb{E} \int_{t}^{t+1}|N(s)| \mathrm{d} s \\
& +c_{1}(q) \psi_{1 l}^{1-q} \psi_{1 u}^{q} \mathbb{E}\left(\sup _{t \leq u \leq t+1}\left|\int_{t}^{u} f_{1}(s) \mathrm{d} W_{1}(s)\right|\right) \\
& +c_{2}(q) \psi_{2 l}^{1-q} \psi_{2 u}^{q} \mathbb{E}\left(\sup _{t \leq u \leq t+1}\left|\int_{t}^{u} f_{2}(s) \mathrm{d} W_{2}(s)\right|\right) . \tag{11}
\end{align*}
$$

Define

$$
\begin{aligned}
& \Gamma_{1}(t)=\int_{t}^{u} f_{1}(s) \mathrm{d} W_{1}(s), \\
& \Gamma_{2}(t)=\int_{t}^{u} f_{2}(s) \mathrm{d} W_{2}(s) .
\end{aligned}
$$

By Burkholder-Davis-Gundy's inequality and the Hölder's inequality, we derive

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{t \leq u \leq t+1}\left|\Gamma_{1}(u)\right|\right) \leq k_{4} \mathbb{E}\left(\int_{t}^{t+1} N_{1}^{2}(s) \mathrm{d} s\right)^{0.5} \\
& \leq k_{4}\left(\mathbb{E} \int_{t}^{t+1} N_{1}^{2}(s) \mathrm{d} s\right)^{0.5} \\
& \leq k_{4}\left(\mathbb{E} \int_{t}^{t+1}|N(s)|^{2} \mathrm{~d} s\right)^{0.5} \\
& \mathbb{E}\left(\sup _{t \leq u \leq t+1}\left|\Gamma_{2}(u)\right|\right) \leq k_{4}\left(\mathbb{E} \int_{t}^{t+1} N_{2}^{2}(s) \mathrm{d} s\right)^{0.5} \\
& \leq k_{4}\left(\mathbb{E} \int_{t}^{t+1}|N(s)|^{2} \mathrm{~d} s\right)^{0.5}
\end{aligned}
$$

where $k_{4}>0$ is a constant. Substituting the above two inequalities into (11), and then taking advantage of (8), (9) and (10), one gets

$$
\begin{aligned}
& \limsup _{t \rightarrow+\infty} \mathbb{E}\left(\sup _{t \leq u \leq t+1} U(N(u))\right) \leq k_{1} \\
& +\varpi k_{2}+\left[c_{1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} k_{4}+c_{2} \psi_{2 l}^{1-q} \psi_{2 u}^{q} k_{4}\right] k_{3}^{0.5}
\end{aligned}
$$

It follows that

$$
\mathbb{E}\left(\sup _{n \leq u \leq n+1}|N(u)|\right) \leq k_{5}, \quad n=1,2, \ldots
$$

where $k_{5}>0$ is a constant. For any $\varepsilon>0$, Chebyshev's inequality implies that

$$
P\left\{\sup _{n \leq t \leq n+1}|N(t)|>k^{1+\varepsilon}\right\} \leq \frac{k_{5}}{k^{1+\varepsilon}}, \quad n=1,2, \ldots
$$

Then Borel-Cantelli's lemma means that there is a $n_{0}$ such that for almost all $\omega \in \Omega$, if $n \geq n_{0}$ and $n \leq t \leq n+1$,

$$
\sup _{n \leq t \leq n+1}|N(t)| \leq n^{1+\varepsilon}
$$

That is to say,

$$
\frac{\ln |N(t)|}{\ln t} \leq \frac{(1+\varepsilon) \ln n}{\ln n}=1+\varepsilon
$$

Letting $\varepsilon \rightarrow 0$ yields the desired assertion.
Lemma 3. ([13]) Let $\Phi(t) \in C\left(\Omega \times[0,+\infty), \mathbb{R}_{+}\right)$.
(I) If there are two positive constants $T$ and $\zeta_{0}$ such that

$$
\begin{equation*}
\ln \Phi(t) \leq \zeta t-\zeta_{0} \int_{0}^{t} \Phi(s) \mathrm{d} s+\sum_{i=1}^{2} \tau_{i} W_{i}(t), \quad \text { a.s. } \tag{12}
\end{equation*}
$$

for all $t \geq T$, where $\tau_{i}, \zeta$ and $\zeta_{0}$ are constants, then

$$
\left\{\begin{array}{l}
\limsup _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} \Phi(s) \mathrm{d} s \leq \zeta / \zeta_{0} \quad \text { a.s., } \quad \text { if } \quad \zeta \geq 0 \\
\lim _{t \rightarrow+\infty} \Phi(t)=0 \quad \text { a.s., } \quad \text { if } \quad \zeta<0
\end{array}\right.
$$

(II) If there are three positive constants $T, \zeta$ and $\zeta_{0}$ such that

$$
\ln \Phi(t) \geq \zeta t-\zeta_{0} \int_{0}^{t} \Phi(s) \mathrm{d} s+\sum_{i=1}^{2} \tau_{i} W_{i}(t), \quad \text { a.s. }
$$

for all $t \geq T$, then

$$
\liminf _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} \Phi(s) \mathrm{d} s \geq \zeta / \zeta_{0}, \quad \text { a.s.. }
$$

Theorem 1. For model (4),
(i) If $\pi_{2}(q)>1$, then

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\frac{\gamma_{1}(q)}{\gamma(q)}, \\
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{2}(s) \mathrm{d} s=\frac{\gamma_{2}(q)}{\gamma(q)} .
\end{aligned}
$$

That is to say, both informatization and industrialization are prosperous.
(ii) If $\pi_{2}(q)<1<\pi_{1}(q)$, then

$$
\lim _{t \rightarrow+\infty} N_{2}(t)=0
$$

and

$$
\lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\beta_{1}(q), \text { a.s.. }
$$

That is to say, informatization is prosperous, however, industrialization is stagnated.
(iii) If $\pi_{1}(q)<1$, then $\lim _{t \rightarrow+\infty} N_{i}(t)=0$ a.s., $i=1,2$. That is to say, both informatization and industrialization are stagnated.
Proof. We deduce from Itô's formula that

$$
\begin{align*}
\ln N_{1}(t)-\ln N_{1}(0) & =\beta_{1}(q) t-\rho_{1 l}^{1-q} \rho_{1 u}^{q} \int_{0}^{t} N_{2}(s) \mathrm{d} s \\
& -\int_{0}^{t} N_{1}(s) \mathrm{d} s+\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t)
\end{align*}
$$

$$
\ln N_{2}(t)-\ln N_{2}(0)=\beta_{2}(q) t-\rho_{2 l}^{1-q} \rho_{2 u}^{q} \int_{0}^{t} N_{1}(s) \mathrm{d} s
$$

$$
\begin{equation*}
-\int_{0}^{t} N_{2}(s) \mathrm{d} s+\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) \tag{20}
\end{equation*}
$$

Clearly,

$$
\pi_{1}(q)=\eta_{1 l}^{1-q} \eta_{1 u}^{q} / \alpha_{1} \geq \pi_{2}(q)=\theta_{2}(q) / \sigma_{2}(q)
$$

One can deduce from (13)-(14) $\times \rho_{1 l}^{1-q} \rho_{1 u}^{q}$ that

$$
\begin{aligned}
& t^{-1} \ln \left(N_{1}(t) / N_{1}\right)-\rho_{1 l}^{1-q} \rho_{1 u}^{q} t^{-1} \ln \left(N_{2}(t) / N_{2}\right) \\
& =\theta_{1}(q)-\sigma_{1}(q)-\gamma(q) \overline{N_{1}(t)} \\
& \quad+t^{-1}\left[\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t)-\rho_{1 l}^{1-q} \rho_{1 u}^{q} \psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t)\right]
\end{aligned}
$$

Similarly, one can deduce from (14)-(13) $\times \rho_{2 l}^{1-q} \rho_{2 u}^{q}$ that

$$
\begin{align*}
& t^{-1} \ln \left(N_{2}(t) / N_{2}\right)-t^{-1} \rho_{2 l}^{1-q} \rho_{2 u}^{q} \ln \left(N_{1}(t) / N_{1}\right)  \tag{23}\\
& =\theta_{2}(q)-\sigma_{2}(q)-\gamma(q) \overline{N_{2}(t)} \\
& +t^{-1}\left[\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t)-\rho_{2 l}^{1-q} \rho_{2 u}^{q} \psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t)\right] \tag{16}
\end{align*}
$$

In view of (13) and (14), for sufficiently large $t$,

$$
\begin{aligned}
& \frac{\ln \left(N_{1}(t) / N_{1}(0)\right)}{t} \\
& \leq \beta_{1}(q)+\varepsilon-\overline{N_{1}(t)}-\rho_{1 l}^{1-q} \rho_{1 u}^{q}{\overline{N_{2}}}^{*} \\
& +\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t) / t ; \\
& \frac{\ln \left(N_{2}(t) / N_{2}(0)\right)}{t} \\
& \leq \beta_{2}(q)+\varepsilon-\rho_{2 l}^{1-q} \rho_{2 u}^{q}{\overline{N_{1}}}^{*}-\overline{N_{2}(t)} \\
& +\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) / t .
\end{aligned}
$$

then there is a sufficiently small $\varepsilon$ such that

$$
\theta_{1}(q)-\sigma_{1}(q)-\varepsilon>0
$$

According to (II) in Lemma 3 and the arbitrariness of $\varepsilon$, we obtain

$$
\begin{equation*}
\overline{N_{1 *}} \geq \frac{\theta_{1}(q)-\sigma_{1}(q)}{\gamma(q)}=\frac{\gamma_{1}(q)}{\gamma(q)}, \quad \text { a.s.. } \tag{14}
\end{equation*}
$$

Therefore, $\phi_{1}(q)>0$. In the same way, by (16),

$$
\begin{equation*}
{\overline{N_{2}}}^{2} \geq \frac{\gamma_{2}(q)}{\gamma(q)} \tag{21}
\end{equation*}
$$

Thus $\phi_{2}(q)>0$. By (I) in Lemma 3, we get

$$
{\overline{N_{1}}}^{*} \leq \phi_{1}(q), \quad{\overline{N_{2}}}^{*} \leq \phi_{2}(q)
$$

That is to say,

$$
\begin{align*}
& {\overline{N_{1}}}^{*}+\rho_{1 l}^{1-q} \rho_{1 u}^{q}{\overline{N_{2}}}^{*} \leq \beta_{1}(q)+\varepsilon,  \tag{15}\\
& \rho_{2 l}^{1-q} \rho_{2 u}^{q}{\overline{N_{1}}}^{*}+{\overline{N_{2}}}^{*} \leq \beta_{2}(q)+\varepsilon \text {, a.s.. } \tag{22}
\end{align*}
$$

Consequently

$$
\begin{gathered}
{\overline{N_{1}}}^{*} \leq \gamma_{1}(q) / \gamma(q), \\
{\overline{N_{2}}}^{*} \leq \gamma_{2}(q) / \gamma(q), \text { a.s.. }
\end{gathered}
$$

Define

$$
\begin{aligned}
& \phi_{1}(q)=\beta_{1}(q)+\varepsilon-\rho_{1 l}^{1-q} \rho_{1 u}^{q}{\overline{N_{2}}}^{*} ; \\
& \phi_{2}(q)=\beta_{2}(q)+\varepsilon-\rho_{2 l}^{1-q} \rho_{2 u}^{q}{\overline{N_{1}}}^{*} .
\end{aligned}
$$

As a result,

$$
\begin{align*}
& \frac{\ln \left(N_{1}(t) / N_{1}(0)\right)}{t} \leq \phi_{1}(q)-\overline{N_{1}(t)}+\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t) / t \\
& \frac{\ln \left(N_{2}(t) / N_{2}(0)\right)}{t} \leq \phi_{2}(q)-\overline{N_{2}(t)}+\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) / t \tag{17}
\end{align*}
$$

(i) By (7), for arbitrarily $\varepsilon>0$, there exists a $T>0$ such that for all $t \geq T$

$$
\begin{aligned}
& -\rho_{1 l}^{1-q} \rho_{1 u}^{q} t^{-1} \ln \left(N_{2}(t) / N_{2}(0)\right) \\
& \leq-\rho_{1 l}^{1-q} \rho_{1 u}^{q}\left[t^{-1} \ln N_{2}\right]^{*}+\varepsilon \leq \varepsilon
\end{aligned}
$$

Substituting this inequality into (15) results in

$$
\begin{align*}
& t^{-1} \ln \left(N_{1}(t) / N_{1}\right) \geq \theta_{1}(q)-\sigma_{1}(q)-\varepsilon-\gamma(q) \overline{N_{1}(t)} \\
& +t^{-1}\left[\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t)-\rho_{1 l}^{1-q} \rho_{1 u}^{q} \psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t)\right] \tag{19}
\end{align*}
$$

Notice that

$$
\theta_{1}(q) / \sigma_{1}(q) \geq \theta_{2}(q) / \sigma_{2}(q)>1
$$

(

Then one derives the required assertion.
(ii) Notice that

$$
\theta_{1}(q) / \sigma_{1}(q)>1
$$

hence (20) holds. Thus

$$
\overline{N_{1 *}}>\gamma_{1}(q) / \gamma(q)
$$

Hence $\phi_{1}(q)>0$, and (22) holds. If $\omega \in\left\{{\overline{N_{2}(\omega)}}^{*}>0\right\}$, by Lemma 3, one has

$$
{\overline{N_{2}(\omega)}}^{*} \leq \phi_{2}=\beta_{2}(q)+\varepsilon-\rho_{2 l}^{1-q} \rho_{2 u}^{q}{\overline{N_{1}(\omega)}}^{*}
$$

Substituting this inequality into (22) yields

$$
\begin{aligned}
& 0<\gamma{\overline{N_{2}(\omega)}}^{*} \leq \beta_{2}(q)-\rho_{2 l}^{1-q} \rho_{2 u}^{q} \beta_{1}(q)+\varepsilon \\
& =\theta_{2}(q)-\sigma_{2}(q)+\varepsilon .
\end{aligned}
$$

By the arbitrariness of $\varepsilon$ leads to

$$
\theta_{2}(q) / \sigma_{2}(q) \geq 1
$$

This is a contradiction. Hence,

$$
\mathcal{P}\left\{\omega:{\overline{N_{2}}}^{*}>0\right\}=0,
$$

in other words,

$$
{\overline{N_{2}}}^{*}=0, \text { a.s.. }
$$

When (22) is used in (18), we get

$$
\begin{aligned}
& \frac{\ln \left(N_{2}(t) / N_{2}(0)\right)}{t} \\
& \leq \beta_{2}(q)+\varepsilon-\rho_{2 l}^{1-q} \rho_{2 u}^{q}\left(\beta_{1}+\varepsilon-\rho_{1 l}^{1-q} \rho_{1 u}^{q}{\overline{N_{2}}}^{*}\right) \\
& -\overline{N_{2}(t)}+\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) / t \\
& =\theta_{2}(q)-\sigma_{2}(q)+\varepsilon(t)+\varepsilon-\rho_{2 l}^{1-q} \rho_{2 u}^{q} \varepsilon \\
& +\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) / t,
\end{aligned}
$$

where

$$
\varepsilon(t)=\rho_{1 l}^{1-q} \rho_{1 u}^{q} \rho_{2 l}^{1-q} \rho_{2 u}^{q}{\overline{N_{2}}}^{*}-\overline{N_{2}(t)} .
$$

We the deduce from $1>\theta_{2}(q) / \sigma_{2}(q)$ that ${\overline{N_{2}}}^{*}=0$. Hence $\varepsilon(t) \rightarrow 0$. According to Lemma 3,

$$
\lim _{t \rightarrow+\infty} N_{2}(t)=0, \quad \text { a.s.. }
$$

By (13), for sufficiently large $t$,

$$
\begin{align*}
& t^{-1} \ln \frac{N_{1}(t)}{N_{1}(0)} \leq \beta_{1}(q)+\varepsilon-\overline{N_{1}(t)}+\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t) / t  \tag{24}\\
& t^{-1} \ln \frac{N_{1}(t)}{N_{1}(0)} \geq \beta_{1}(q)-\varepsilon-\overline{N_{1}(t)}+\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t) / t \tag{25}
\end{align*}
$$

where $\varepsilon \in\left(0, \beta_{1}\right)$. Using (I) and (II) in Lemma 3 to (24) and (25) respectively, we have

$$
\beta_{1}(q)-\varepsilon \leq \overline{N_{1 *}} \leq{\overline{N_{1}}}^{*} \leq \beta_{1}+\varepsilon, \quad \text { a.s.. }
$$

We then deduce from the arbitrariness of $\varepsilon$ that

$$
\lim _{t \rightarrow+\infty} \overline{N_{1}(t)}=\beta_{1}(q), \text { a.s. }
$$

(iii) If ${\overline{N_{1}}}^{*}>0$, then $\phi_{1}(q)>0$. Similar to the proof of (ii), we get

$$
\lim _{t \rightarrow+\infty} N_{2}(t)=0, \text { a.s.. }
$$

If ${\overline{N_{1}}}^{*}=0$, by (18), for sufficiently large $t$,

$$
\frac{\ln \left(N_{2}(t) / N_{2}(0)\right)}{t} \leq \beta_{2}+\varepsilon-\overline{N_{2}(t)}+\psi_{2 l}^{1-q} \psi_{2 u}^{q} W_{2}(t) / t
$$

Notice that

$$
1>\theta_{2}(q) / \sigma_{2}(q)>\eta_{2 l}^{1-q} \eta_{2 u}^{q} / \rho_{2 l}^{1-q} \rho_{2 u}^{q} .
$$

In light of Lemma 3, we obtain

$$
\lim _{t \rightarrow+\infty} N_{2}(t)=0, \text { a.s.. }
$$

Hence

$$
\lim _{t \rightarrow+\infty} N_{2}(t)=0, \text { a.s.. }
$$

By (17), for sufficiently large $t$,

$$
\frac{\ln \left(N_{1}(t) / N_{1}(0)\right)}{t} \leq \beta_{1}+\varepsilon-\overline{N_{1}(t)}+\psi_{1 l}^{1-q} \psi_{1 u}^{q} W_{1}(t) / t
$$

We then deduce from $\eta_{1 l}^{1-q} \eta_{1 u}^{q} / \rho_{1 l}^{1-q} \rho_{1 u}^{q}<1$ and Lemma 3 that the required assertion holds.

Theorem 2. If $\beta_{1}(q)>0$ and $\beta_{2}(q)>0$, then system (4) is stochastically prosperous, that is to say, for any $\epsilon>0$, there are two positive constants $\beta$ and $\chi$ such that

$$
\begin{aligned}
& \liminf _{t \rightarrow+\infty} \mathbf{P}\left\{N_{i}(t) \geq \beta\right\} \geq 1-\epsilon, \quad i=1,2, \\
& \liminf _{t \rightarrow+\infty} \mathbf{P}\left\{N_{i}(t) \leq \chi\right\} \geq 1-\epsilon, \quad i=1,2
\end{aligned}
$$

Proof. First of all, fix a positive constant $\theta$ such that

$$
\beta_{1}(q)>0.5 \theta \alpha_{i}(q), i=1,2 .
$$

Define

$$
V_{1}(N)=\left(1+N_{1}^{-1}\right)^{\theta}+\left(1+N_{2}^{-1}\right)^{\theta}
$$

We then deduce from Itô's formula that

$$
\begin{aligned}
& \mathrm{d} V_{1}(N) \\
&= \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \mathrm{~d}\left(N_{1}^{-1}\right) \\
&+0.5 \theta(\theta-1)\left(1+N_{1}^{-1}\right)^{\theta-2}\left(\mathrm{~d}\left(N_{1}^{-1}\right)\right)^{2} \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-1} \mathrm{~d}\left(N_{2}^{-1}\right) \\
&+0.5 \theta(\theta-1)\left(1+N_{2}^{-1}\right)^{\theta-2}\left(\mathrm{~d}\left(N_{2}^{-1}\right)\right)^{2} \\
&= \theta\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{( 1 + N _ { 1 } ^ { - 1 } ) \left[-N_{1}^{-1}\right.\right. \\
&\left.\times\left(\eta_{1 l}^{1-q} \eta_{1 u}^{q}-N_{1}+\rho_{1 l}^{1-q} \rho_{1 u}^{q} N_{2}\right)+N_{1}^{-1} \alpha_{1}(q)\right] \\
&\left.+0.5(\theta-1) N_{1}^{-2} \alpha_{1}(q)\right\} \mathrm{d} t \\
&+\theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{( 1 + N _ { 2 } ^ { - 1 } ) \left[-N_{2}^{-1}\right.\right. \\
&\left.\times\left(\eta_{2 l}^{1-q} \eta_{2 u}^{q}+\rho_{2 l}^{1-q} \rho_{2 u}^{q} N_{1}-N_{2}\right)+N_{1}^{-2} \alpha_{2}(q)\right] \\
&\left.+0.5(\theta-1) N_{2}^{-2} \alpha_{2}(q)\right\} \mathrm{d} t \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) .
\end{aligned}
$$

## Accordingly,

$$
\begin{aligned}
& \mathrm{d} V_{1}(N)=\theta\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{1}^{2}}\right. \\
& \times\left(\beta_{1}(q)-0.5 \theta \alpha_{1}(q)\right) \\
&+\frac{1}{N_{1}}\left(-\eta_{1 l}^{1-q} \eta_{1 u}^{q}+\alpha_{1}(q)\right) \\
&\left.-\frac{N_{2}}{N_{1}}\left[\rho_{1 l}^{1-q} \rho_{1 u}^{q}+\frac{\rho_{1 l}^{1-q} \rho_{1 u}^{q}}{N_{1}}\right]\right\} \mathrm{d} t \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{\frac{1}{N_{2}^{2}}\left(0.5 \theta \alpha_{2}(q)-\beta_{2}(q)\right)\right. \\
&+\frac{1}{N_{2}}\left(-\eta_{2 l}^{1-q} \eta_{2 u}^{q}+\alpha_{2}(q)\right) \\
&\left.-\frac{N_{1}}{N_{2}}\left[\rho_{2 l}^{1-q} \rho_{2 u}^{q}+\frac{\rho_{2 l}^{1-q} \rho_{2 u}^{q}}{N_{2}}\right]\right\} \mathrm{d} t \\
&+\theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) \\
& \leq \theta\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{\frac{1}{N_{1}^{2}}\left(0.5 \theta \alpha_{1}(q)-\beta_{1}(q)\right)\right. \\
&\left.+\frac{1}{N_{1}}\left(r_{11}+\alpha_{1}(q)\right)\right\} \mathrm{d} t \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{\frac{1}{N_{2}^{2}}\left(0.5 \theta \alpha_{2}(q)-\beta_{2}(q)\right)\right. \\
&\left.+\frac{1}{N_{2}}\left(r_{21}+\alpha_{2}(q)\right)\right\} \mathrm{d} t \\
&+\theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
&+\theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) .
\end{aligned}
$$

Fix a sufficiently small $\kappa$ such that

$$
0<\frac{\kappa}{\theta}<b_{i}-0.5 \theta \alpha_{i}^{2}, i=1,2 .
$$

Define

$$
V_{2}(N)=e^{\kappa t} V_{1}(N)=e^{\kappa t} \sum_{i=1}^{2}\left(1+N_{i}^{-1}\right)^{\theta}
$$

We deduce from Itô's formula that

$$
\begin{aligned}
& \mathrm{d} V_{2}(N(t)) \\
& =\kappa e^{\kappa t} V_{1}(N) \mathrm{d} t+e^{\kappa t} \mathrm{~d} V_{1}(N) \\
& \leq \theta e^{\kappa t}\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{\kappa\left(1+N_{1}^{-1}\right)^{2} / \theta\right. \\
& \left.-\frac{1}{N_{1}^{2}}\left(\beta_{1}(q)-0.5 \theta \alpha_{1}(q)\right)+\frac{1}{N_{1}} \alpha_{1}(q)\right\} \mathrm{d} t \\
& +\theta e^{\kappa t}\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{\kappa\left(1+N_{2}^{-1}\right)^{2} / \theta\right. \\
& - \\
& \left.\quad \frac{1}{N_{2}^{2}}\left(\beta_{2}(q)-0.5 \theta \alpha_{2}(q)\right)+\frac{1}{N_{2}} \alpha_{2}(q)\right\} \mathrm{d} t \\
& \quad+\kappa e^{\kappa t} \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
& \quad+\kappa e^{\kappa t} \theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t)
\end{aligned}
$$

That is to say,

$$
\begin{aligned}
& \mathrm{d} V_{2}(N(t)) \\
&= \theta e^{\kappa t}\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{1}^{2}}\right. \\
& \times\left(\beta_{1}(q)-0.5 \theta \alpha_{1}(q)-\kappa / \theta\right) \\
&\left.+\frac{1}{N_{1}}\left(\alpha_{1}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} \mathrm{d} t \\
& \quad+\theta e^{\kappa t}\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{2}^{2}}\right. \\
& \times\left(\beta_{2}(q)-0.5 \theta \alpha_{2}(q)-\kappa / \theta\right) \\
&\left.+\frac{1}{N_{2}}\left(\alpha_{2}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} \mathrm{d} t \\
& \quad+\kappa e^{\kappa t} \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
& \quad+\kappa e^{\kappa t} \theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) .
\end{aligned}
$$

As a result,

$$
\begin{aligned}
& \mathrm{d} V_{2}(N(t)) \\
& \leq \theta e^{\kappa t}\left(1+N_{1}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{1}^{2}}\right. \\
& \times\left(\beta_{1}(q)-\varepsilon-0.5 \theta \alpha_{1}(q)-\kappa / \theta\right) \\
&\left.+\frac{1}{N_{1}}\left(\alpha_{1}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} \mathrm{d} t \\
&+\theta e^{\kappa t}\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{2}^{2}}\right. \\
& \times\left(\beta_{2}(q)-\varepsilon-0.5 \theta \alpha_{2}(q)-\kappa / \theta\right) \\
&\left.+\frac{1}{N_{2}}\left(\alpha_{2}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} \mathrm{d} t \\
&+\kappa e^{\kappa t} \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
&+\kappa e^{\kappa t} \theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) \\
&=: e^{\kappa t} J(N) \mathrm{d} t \\
&+\kappa e^{\kappa t} \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} W_{1}(t) \\
&+\kappa e^{\kappa t} \theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t)
\end{aligned}
$$

where

$$
\begin{aligned}
J(N)= & \theta\left(1+N_{1}^{-1}\right)^{\theta-2} \\
& \times\left\{-\frac{1}{N_{1}^{2}}\left(\beta_{1}(q)-0.5 \theta \alpha_{1}(q)-\kappa / \theta\right)\right. \\
& \left.+\frac{1}{N_{1}}\left(\alpha_{1}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} \\
& +\theta\left(1+N_{2}^{-1}\right)^{\theta-2}\left\{-\frac{1}{N_{2}^{2}}\right. \\
& \times\left(\beta_{2}(q)-0.5 \theta \alpha_{2}(q)-\kappa / \theta\right) \\
& \left.+\frac{1}{N_{2}}\left(\alpha_{2}(q)+2 \kappa / \theta\right)+\kappa / \theta\right\} .
\end{aligned}
$$

One can see that $J(N)$ is upper bounded in $\mathbb{R}_{+}^{2}$, that is to say,

$$
K_{1}:=\sup _{x \in R_{+}^{2}} J(N)<+\infty .
$$

Accordingly,

$$
\begin{aligned}
& \mathrm{d} V_{2}(N(t)) \\
& \leq K_{1} e^{\kappa t} \mathrm{~d} t \\
& -\kappa e^{\kappa t} \theta\left(1+N_{1}^{-1}\right)^{\theta-1} \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{-1} \mathrm{~d} B_{1}(t) \\
& +\kappa e^{\kappa t} \theta\left(1+N_{2}^{-1}\right)^{\theta-1} \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{-1} \mathrm{~d} W_{2}(t) .
\end{aligned}
$$

Integrating both sides and then taking expectations, we derive

$$
\begin{aligned}
& \mathbb{E}\left[V_{2}(N(t))\right]=e^{\kappa t} \mathbb{E}\left[\left(1+N_{1}^{-1}(t)\right)^{\theta}+\left(1+N_{2}^{-1}(t)\right)^{\theta}\right] \\
& \leq\left(1+N_{1}^{-1}(0)\right)^{\theta}+\left(1+N_{2}^{-1}(0)\right)^{\theta}+\frac{K_{1}}{\kappa} e^{\kappa t} .
\end{aligned}
$$

Set $K=\frac{K_{1}}{\kappa}$, hence

$$
\begin{aligned}
& \limsup _{t \rightarrow+\infty} \mathbb{E}\left[N_{1}^{-\theta}(t)\right] \leq \limsup _{t \rightarrow+\infty} \sum_{i=1}^{2} \mathbb{E}\left(1+N_{i}^{-1}(t)\right)^{\theta} \leq K \\
& \limsup _{t \rightarrow+\infty} \mathbb{E}\left[N_{2}^{-\theta}(t)\right] \leq \limsup _{t \rightarrow+\infty} \sum_{i=1}^{2} \mathbb{E}\left(1+N_{i}^{-1}(t)\right)^{\theta} \leq K .
\end{aligned}
$$

For any $\varepsilon>0$, set $\beta=\varepsilon^{\frac{1}{\theta}} / K^{\frac{1}{\theta}}$. We then deduce from Chebyshev's inequality that

$$
\begin{aligned}
& \mathbf{P}\left\{N_{i}(t)<\beta\right\}=\mathbf{P}\left\{N_{i}^{-\theta}(t)>\beta^{-\theta}\right\} \\
& \leq \frac{\mathbb{E}\left[N_{i}^{-\theta}(t)\right]}{\beta^{-\theta}}=\beta^{\theta} \mathbb{E}\left[N_{i}^{-\theta}(t)\right], \quad i=1,2 .
\end{aligned}
$$

That is to say,

$$
\limsup _{t \rightarrow+\infty} \mathbf{P}\left\{N_{i}(t)<\beta\right\} \leq \beta^{\theta} K=\varepsilon
$$

Accordingly,

$$
\liminf _{t \rightarrow+\infty} \mathbf{P}\left\{N_{i}(t) \geq \beta\right\} \geq 1-\varepsilon, \quad i=1,2
$$

The proof of

$$
\liminf _{t \rightarrow+\infty} \mathbf{P}\left\{N_{i}(t) \leq \chi\right\} \geq 1-\varepsilon, i=1,2
$$

is standard and thus is left out.

## IV. Stationary distribution

Definition 1. ( [11]) If there exists a unique probability measure $\varsigma(\cdot)$ such that for any $N(0) \in \mathbb{R}_{+}^{2}$, the transition probability $p(t, N(0), \cdot)$ of $N(t)$ weakly converges to $\varsigma(\cdot)$ as $t \rightarrow+\infty$, then model (4) is said to be asymptotically stable in distribution (ASD).

Lemma 4. Model (4) is ASD.
Proof. Let $N(t ; N(0))$ and $N(t ; \tilde{N}(0))$ represent two solutions of (4) with $N(0) \in \mathbb{R}_{+}^{2}$ and $\tilde{N}(0) \in \mathbb{R}_{+}^{2}$ respectively. Define

$$
U(t)=\sum_{i=1}^{2}\left|\ln N_{i}(t ; N(0))-\ln N_{i}(t ; \tilde{N}(0))\right|
$$

We then deduce from Itô's formula that

$$
\begin{aligned}
& \mathrm{d} U(t) \\
&= \operatorname{sgn}\left(N_{1}(t ; N(0))-N_{1}(t ; \tilde{N}(0))\right) \\
& \times\left[-\left(N_{1}(t ; N(0))-N_{1}(t ; \tilde{N}(0))\right)\right. \\
&\left.+\rho_{1 l}^{1-q} \rho_{1 u}^{q}\left(N_{2}(t ; N(0))-N_{2}(t ; \tilde{N}(0))\right)\right] \mathrm{d} t \\
&+\operatorname{sgn}\left(N_{2}(t ; N(0))-N_{2}(t ; \tilde{N}(0))\right) \\
& \times\left[\rho_{2 l}^{1-q} \rho_{2 u}^{q}\left(N_{1}(t ; N(0))-N_{1}(t ; \tilde{N}(0))\right)\right. \\
&\left.-\left(N_{2}(t ; N(0))-N_{2}(t ; \tilde{N}(0))\right)\right] \mathrm{d} t \\
& \leq-\left(1-\rho_{2 l}^{1-q} \rho_{2 u}^{q}\right)\left|N_{1}(t ; N(0))-N_{1}(t ; \tilde{N}(0))\right| \mathrm{d} t \\
&-\left(1-\rho_{1 l}^{1-q} \rho_{1 u}^{q}\right)\left|N_{2}(t ; N(0))-N_{2}(t ; \tilde{N}(0))\right| \mathrm{d} t .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& 0 \leq \mathbb{E}(U(t)) \leq U(0) \\
& -\left(1-\rho_{2 l}^{1-q} \rho_{2 u}^{q}\right) \int_{0}^{t} \mathbb{E}\left|N_{1}(s ; N(0))-N_{1}(s ; \tilde{N}(0))\right| \mathrm{d} s \\
& -\left(1-\rho_{1 l}^{1-q} \rho_{1 u}^{q}\right) \int_{0}^{t} \mathbb{E}\left|N_{2}(s ; N(0))-N_{2}(s ; \tilde{N}(0))\right| \mathrm{d} s .
\end{aligned}
$$

By $U(0)<+\infty$,

$$
\begin{aligned}
& \left(1-\rho_{2 l}^{1-q} \rho_{2 u}^{q}\right) \int_{0}^{t} \mathbb{E}\left|N_{1}(s ; N(0))-N_{1}(s ; \tilde{N}(0))\right| \mathrm{d} s \\
& +\left(1-\rho_{1 l}^{1-q} \rho_{1 u}^{q}\right) \int_{0}^{t} \mathbb{E}\left|N_{2}(s ; N(0))-N_{2}(s ; \tilde{N}(0))\right| \mathrm{d} s \\
& \leq U(0)<+\infty .
\end{aligned}
$$

As a result,

$$
\mathbb{E}\left|N_{i}(t ; N(0))-N_{i}(t ; \tilde{N}(0))\right| \in L^{1}[0, \infty), i=1,2
$$

We then deduce from (4) that

$$
\begin{aligned}
\mathbb{E}\left(N_{1}(t)\right) & =N_{1}(0)+\int_{0}^{t}\left[\eta_{1 l}^{1-q} \eta_{1 u}^{q} \mathbb{E}\left(N_{1}(s)\right)\right. \\
& \left.-\mathbb{E}\left(N_{1}^{2}(s)\right)+\rho_{1 l}^{1-q} \rho_{1 u}^{q} \mathbb{E}\left(N_{1}(s) N_{2}(s)\right)\right] \mathrm{d} s, \\
\mathbb{E}\left(N_{2}(t)\right) & =N_{2}(0)+\int_{0}^{t}\left[\eta_{2 l}^{1-q} \eta_{2 u}^{q} \mathbb{E}\left(N_{2}(s)\right)\right. \\
& \left.-\mathbb{E}\left(N_{2}^{2}(s)\right)+\rho_{2 l}^{1-q} \rho_{2 u}^{q} \mathbb{E}\left(N_{1}(s) N_{2}(s)\right)\right] \mathrm{d} s .
\end{aligned}
$$

Thereby, $\mathbb{E}\left(N_{1}(t)\right)$ and $\mathbb{E}\left(N_{2}(t)\right)$ are continuously differentiable. In light of (5),

$$
\begin{aligned}
& \frac{\mathrm{d} \mathbb{E}\left(N_{1}(t)\right)}{\mathrm{d} t}=\eta_{1 l}^{1-q} \eta_{1 u}^{q} \mathbb{E}\left(N_{1}(t)\right) \\
& -\mathbb{E}\left(N_{1}^{2}(t)\right)+\rho_{1 l}^{1-q} \rho_{1 u}^{q} \mathbb{E}\left(N_{1}(t) N_{2}(t)\right) \\
& \leq \eta_{1 l}^{1-q} \eta_{1 u}^{q} \mathbb{E}\left(N_{1}(t)\right)+\frac{\rho_{1 l}^{1-q} \rho_{1 u}^{q}}{2} \mathbb{E}\left(N_{1}^{2}(t)+N_{2}^{2}(t)\right) \\
& \leq K_{1},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\mathrm{d} \mathbb{E}\left(N_{2}(t)\right)}{\mathrm{d} t}=\eta_{2 l}^{1-q} \eta_{2 u}^{q} \mathbb{E}\left(N_{2}(t)\right) \\
& -\mathbb{E}\left(N_{2}^{2}(t)\right)+\rho_{2 l}^{1-q} \rho_{2 u}^{q} \mathbb{E}\left(N_{1}(t) N_{2}(t)\right) \\
& \leq \eta_{2 l}^{1-q} \eta_{2 u}^{q} \mathbb{E}\left(N_{2}(t)\right)+\frac{\rho_{2 l}^{1-q} \rho_{2 u}^{q}}{2} \mathbb{E}\left(N_{1}^{2}(t)+N_{2}^{2}(t)\right) \\
& \leq K_{1},
\end{aligned}
$$

where $K_{1}>0$ is a constant. As a result, $\mathbb{E}\left(N_{1}(t)\right)$ and $\mathbb{E}\left(N_{2}(t)\right)$ are uniformly continuous. We then deduce from Barbalat's result [2] that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \mathbb{E}\left|N_{i}(t ; N(0))-N_{i}(t ; \tilde{N}(0))\right|=0, i=1,2 \tag{26}
\end{equation*}
$$

Let $P(t, N(0), \mathscr{A})$ represent the probability of $\{N(t ; N(0)) \in \mathscr{A}\}$ with $N(0) \in \mathbb{R}_{+}^{2}$. According to (5) and Chebyshev's inequality, the family of $\{p(t, N(0), \mathrm{d} x)\}$ is tight ( $[11])$. Let $\mathscr{P}\left(\mathbb{R}_{+}^{2}\right)$ be all the probability measures on $\mathbb{R}_{+}^{2}$. For $P_{1}, P_{2} \in \mathscr{P}$, define

$$
\begin{aligned}
\mathrm{d}_{\Xi}\left(P_{1}, P_{2}\right)= & \sup _{\xi \in \Xi} \mid \int_{\mathbb{R}_{+}^{2}} \xi(N) P_{1}(\mathrm{~d} N) \\
& -\int_{\mathbb{R}_{+}^{2}} \xi(N) P_{2}(\mathrm{~d} N) \mid
\end{aligned}
$$

where

$$
\Xi=\left\{\xi: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}| | \xi(x)-\xi(y)|\leq\|x-y\|,|\xi(\cdot)| \leq 1\}\right.
$$

For any $\xi \in \Xi$ and $t, s>0$, we get

$$
\begin{align*}
= & \left.\left|\begin{array}{l}
\mathbb{E} \xi(N(t+s ; N(0)))-\mathbb{E} \xi(N(t ; N(0))) \mid \\
= \\
\mathbb{E}\left[\mathbb{E}\left(\xi(N(t+s ; N(0))) \mid \mathcal{F}_{s}\right)\right] \\
\\
\\
= \\
-\mathbb{E} \xi(N(t ; N(0))) \mid \\
\\
\\
\\
\int_{\mathbb{R}_{+}^{2}} \mathbb{E} \xi(N(t ; \tilde{N}(0))) p(s, N(0), \mathrm{d} \tilde{N}(0)) \\
\leq
\end{array} \int_{\mathbb{R}_{+}^{2}}\right| \mathbb{E} \xi(N(t ; N(0))) \right\rvert\, \\
& -\mathbb{E} \xi(N(t ; N(0))) \mid p(s, N(0), \mathrm{d} \tilde{N}(0)) .
\end{align*}
$$

According to (26), there is a $T>0$ such that for $t \geq T$,

$$
\begin{align*}
& |\mathbb{E} \xi(N(t ; \tilde{N}(0)))-\mathbb{E} \xi(N(t ; N(0)))| \\
& \leq \mathbb{E}|\xi(N(t ; \tilde{N}(0)))-\xi(N(t ; N(0)))|  \tag{28}\\
& \leq \mathbb{E}|N(t ; \tilde{N}(0))-N(t ; N(0))| \leq \varepsilon .
\end{align*}
$$

When (28) is used in (27), one gets
$|\mathbb{E} \xi(N(t+s ; N(0)))-\mathbb{E} \xi(N(t ; N(0)))| \leq \varepsilon, \forall t \geq T, s>0$.
We then deduce from the arbitrariness of $\xi$ that $\forall t \geq T, s>$ 0 ,

$$
\sup _{\xi \in \Xi}|\mathbb{E} \xi(N(t+s ; N(0)))-\mathbb{E} \xi(N(t ; N(0)))| \leq \varepsilon
$$

Consequently,

$$
\mathrm{d}_{\Xi}(p(t+s, N(0), \cdot), p(t, N(0), \cdot)) \leq \varepsilon, \forall t \geq T, s>0
$$

For arbitrary $N(0) \in \mathbb{R}_{+}^{2},\{p(t, N(0), \cdot): t \geq 0\}$ is Cauchy in $\mathscr{P}$. As a result, $\{p(t, 0.1, \cdot): t \geq 0\}$ is Cauchy in $\mathscr{P}$. Thereby, there is a unique $\left.\varsigma(\cdot) \in \mathscr{P}\left(\mathbb{R}_{+}^{2}\right)\right)$ such that

$$
\lim _{t \rightarrow+\infty} \mathrm{d}_{\Xi}(p(t, 0.1, \cdot), \varsigma(\cdot))=0
$$

In light of (26),

$$
\lim _{t \rightarrow+\infty} \mathrm{d}_{\Xi}(p(t, N(0), \cdot), p(t, 0.1, \cdot))=0
$$

Therefore,

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} \mathrm{d}_{\Xi}(p(t, N(0), \cdot), \varsigma(\cdot)) \\
& \leq \lim _{t \rightarrow+\infty} \mathrm{d}_{\Xi}(p(t, N(0), \cdot), p(t, 0.1, \cdot)) \\
& +\lim _{t \rightarrow+\infty} \mathrm{d}_{\Xi}(p(t, 0.1, \cdot), \varsigma(\cdot))=0 .
\end{aligned}
$$

## Theorem 3. For model (4),

(i') If $\pi_{2}(q)>1$, then both $N_{1}$ and $N_{2}$ are prosperous, and there exists a unique $\varsigma_{1}(\cdot) \in \mathscr{P}\left(\mathbb{R}_{+}^{2}\right)$ which is ergodic such that

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\int_{\mathbb{R}_{+}^{2}} x_{1} \varsigma_{1}\left(\mathrm{~d} x_{1}, \mathrm{~d} x_{2}\right)=\frac{\gamma_{1}(q)}{\gamma(q)}, \\
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{2}(s) \mathrm{d} s=\int_{\mathbb{R}_{+}^{2}} x_{2} \varsigma_{1}\left(\mathrm{~d} x_{1}, \mathrm{~d} x_{2}\right)=\frac{\gamma_{2}(q)}{\gamma(q)} .
\end{aligned}
$$

(ii') If $\pi_{2}(q)<1<\pi_{1}(q)$, then $N_{2}$ is stagnated: $\lim _{t \rightarrow+\infty} N_{2}(t)=0$, a.s., and there is a unique $\varsigma_{2}(\cdot) \in$ $\stackrel{t \rightarrow+\infty}{\mathscr{P}}\left(\mathbb{R}_{+}\right)$which is ergodic such that

$$
\lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\int_{\mathbb{R}_{+}^{2}} x_{1} \varsigma_{2}\left(\mathrm{~d} x_{1}\right)=\beta_{1}(q), \text { a.s. }
$$

(iii') If $\pi_{1}(q)<1$, then both $N_{1}$ and $N_{2}$ are stagnated a.s..
Proof. (i'). By Lemma 4, model (4) possesses a unique invariant measure $\varsigma(\cdot)$. In light of Corollary 3.4.3 in [18], $\varsigma(\cdot)$ is strong mixing. By Theorem 3.2.6 in [18], $\varsigma(\cdot)$ is ergodic. We then deduce from (3.3.2) in [18] that

$$
\lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{i}(s) \mathrm{d} s=\int_{\mathbb{R}_{+}^{2}} x_{i} \varsigma\left(\mathrm{~d} x_{1}, \mathrm{~d} x_{2}\right), i=1,2
$$

According to Theorem 1, the required assertion follows. The proof of (ii') is analogous to that in (i') and hence is left out. (iii) in Lemma 1 means (iii') holds.

## V. Numerical simulations

Now let us take advantage of Milstein's method and Monte Carlo's approach (see e.g. [5]) to reflect the theoretical
findings. Pay attention to the discretization equation:

$$
\left\{\begin{aligned}
N_{1}^{(k+1)} & =N_{1}^{(k)}+N_{1}^{(k)}\left[\eta_{1 l}^{1-q} \eta_{1 u}^{q}-N_{1}^{(k)}\right. \\
& \left.+\rho_{1 l}^{1-q} \rho_{1 u}^{q} N_{2}^{(k)}\right] \Delta t+N_{1}^{(k)} \psi_{1 l}^{1-q} \psi_{1 u}^{q} \xi_{1}^{(k)} \\
& +0.5 \psi_{1 l}^{1-q} \psi_{1 u}^{q} N_{1}^{(k)}\left(\left(\xi_{1}^{(k)}\right)^{2}-1\right), \\
N_{2}^{(k+1)} & =N_{2}^{(k)}+N_{2}^{(k)}\left[\eta_{2 l}^{1-q} \eta_{2 u}^{q}+\rho_{2 l}^{1-q} \rho_{2 u}^{q} N_{1}^{(k)}\right. \\
& \left.-N_{2}^{(k)}\right] \Delta t+N_{2}^{(k)} \psi_{2 l}^{1-q} \psi_{2 u}^{q} \xi_{2}^{(k)} \\
& +0.5 \psi_{2 l}^{1-q} \psi_{2 u}^{q} N_{2}^{(k)}\left(\left(\xi_{2}^{(k)}\right)^{2}-1\right),
\end{aligned}\right.
$$

where $\xi_{1}^{(k)}$ and $\xi_{2}^{(k)}, k=1,2, \ldots$, are random variables which follow the Gaussian distribution.

In the following figures, we choose

$$
\begin{gathered}
\eta_{1 l}=0.05, \eta_{1 u}=0.12, \eta_{2 l}=0.03, \eta_{2 u}=0.07 \\
\rho_{1 l}=0.18, \rho_{1 u}=0.24, \rho_{2 l}=0.28, \rho_{2 u}=0.32, q=0.5
\end{gathered}
$$

Then

$$
\gamma(q)=0.9378, \theta_{1}(q)=0.0870, \theta_{2}(q)=0.0690
$$

First, let us change the values of $\psi_{1 l}, \psi_{1 u}$ and $\psi_{2 l}, \psi_{2 u}$.
(a) Fig. 1 chooses $\psi_{1 l}=\psi_{1 u}=\psi_{2 l}=\psi_{2 u}=0$. According to [22], the positive equilibrium

$$
N^{*}=\left(\frac{\theta_{1}}{\gamma}, \frac{\theta_{2}}{\gamma}\right)=(0.0928,0.0736)
$$

is globally asymptotically stable, see Fig.1.
(b) Fig. 2 and Fig. 3 are with $\psi_{1 l}=\psi_{2 l}=0.1, \psi_{1 u}=$ $\psi_{2 u}=0.6$, hence

$$
\begin{gathered}
\alpha_{1}(q)=\psi_{2 l}^{2(1-q)} \psi_{2 u}^{2 q} / 2=0.03 \\
\alpha_{2}(q)=\psi_{2 l}^{2(1-q)} \psi_{2 u}^{2 q} / 2=0.03 \\
\sigma_{1}(q)=0.0362, \sigma_{2}(q)=0.0390
\end{gathered}
$$

Thus $\theta_{2}(q)>\sigma_{2}(q)$. In light of (i') in Theorem 3,

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\frac{\theta_{1}(q)-\sigma_{1}(q)}{\gamma(q)}=0.0542 \\
& \lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{2}(s) \mathrm{d} s=\frac{\theta_{2}(q)-\sigma_{2}(q)}{\gamma(q)}=0.0320
\end{aligned}
$$

see Fig. 2 and Fig.3.
(c) Fig. 4 and Fig. 5 are with $\psi_{1 l}=\psi_{2 l}=0.2, \psi_{1 u}=$ $0.3, \psi_{2 u}=0.8$. Then

$$
\psi_{1 l}^{2(1-q)} \psi_{1 u}^{2 q} / 2=0.03, \psi_{2 l}^{2(1-q)} \psi_{2 u}^{2 q} / 2=0.08
$$

As a result,

$$
\eta_{1 l}^{2(1-q)} \eta_{1 u}^{q}>\psi_{1 l}^{2(1-q)} \psi_{1 u}^{2 q} / 2, \quad \theta_{2}(q)<\sigma_{2}(q)
$$

In light of (ii') in Theorem 3, $N_{2}$ is stagnated and

$$
\lim _{t \rightarrow+\infty} t^{-1} \int_{0}^{t} N_{1}(s) \mathrm{d} s=\beta_{1}(q)=0.0475
$$

See Fig. 4 and Fig.5.


Fig. 1: Solutions of (4) with $\psi_{1 l}=\psi_{1 u}=\psi_{2 l}=\psi_{2 u}=0$.


Fig. 2: Solutions of (4) with $\psi_{1 l}=\psi_{2 l}=0.1, \psi_{1 u}=\psi_{2 u}=$ 0.6 .
(d) Fig. 6 is with $\psi_{1 l}=\psi_{2 l}=0.4, \psi_{1 u}=0.55, \psi_{2 u}=$ 0.4. Then

$$
\psi_{1 l}^{1-q} \psi_{1 u}^{2 q} / 2=0.11, \psi_{2 l}^{1-q} \psi_{2 u}^{2 q} / 2=0.08
$$

and

$$
\eta_{1 l}^{1-q} \eta_{1 u}^{q}>\psi_{1 l}^{1-q} \psi_{1 u}^{2 q} / 2
$$

In view of (iii') in Theorem 3, both $N_{1}$ and $N_{2}$ are stagnated. See Fig.4.
Comparing Fig. 1 with Fig.2-Fig.5, one can see that the stochastic perturbations can change the properties of the model greatly.

Next, we set $q=0.9$, and other parameters are the same with those in Fig.1. In this case, it is easy to check that

$$
\eta_{1 l}^{1-q} \eta_{1 u}^{q}>\psi_{1 l}^{1-q} \psi_{1 u}^{2 q} / 2
$$

In view of (iii') in Theorem 3, both $N_{1}$ and $N_{2}$ are stagnated. See Fig.7. Comparing Fig. 2 with Fig.7, one can observe that the imprecise parameters can change the properties of the model greatly.


Fig. 3: Distribution of (4) with $\psi_{1 l}=\psi_{2 l}=0.1, \psi_{1 u}=$ $\psi_{2 u}=0.6$.


Fig. 4: Solutions of (4) with $\psi_{1 l}=\psi_{2 l}=0.2, \psi_{1 u}=$ $0.3, \psi_{2 u}=0.8$.


Fig. 5: Distribution of (4) with $\psi_{1 l}=\psi_{2 l}=0.2, \psi_{1 u}=$ $0.3, \psi_{2 u}=0.8$.


Fig. 6: Solutions of (4) with $\psi_{1 l}=\psi_{2 l}=0.4, \psi_{1 u}=$ $0.55, \psi_{2 u}=0.4$.


Fig. 7: Solutions of (4) for $q=0.9$. Other parameters are the same with those in Fig.1(b).

## VI. Conclusions

In this letter, we propose and investigate a fuzzy stochastic model which describes MIII. Sharp sufficient criteria for stagnation and prosperity of industrialization and informatization are obtained. Some critical functions of imprecise parameters and stochastic perturbations on MIII are provided and numerically illustrated.

In this letter, we only test the influences of imprecise parameters and white noise, one can examine the influence of time delay ( [8], [24]). In addition, this paper considers the differential equation models, it is interesting to dissect the discrete models ( [26], [33]).
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