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Abstract—Recently, intuitionistic fuzzy sets and numbers are
widely interesting in the literature, and many types of Intuition-
istic Fuzzy Numbers (IFN’s) are studied and applied to different
mathematical and real life problems. In this paper, an algorithm
to approximate general IFN’s by the n-Intuitionistic Polygonal
Fuzzy Number (n-IPFN) is introduced. The approximation
facilitates the calculations due to its linearity, not to mention
its realisticity and flexibility. After that, a new method to
rank IFN’s is introduced and applied to the n-IPFN. Based
on that, convenient arithmetic operations for n-IPFN’s that
preserve the ranking values are proposed and shown to satisfy
the most important properties. As a result, defining a ranking
equivalence relation gave a strong algebraic structure that is
isomorphic to the real numbers set. Finally, some definitions
are proposed for dealing with matrices, functions, equalities
and inequalities with n-IPFN’s.

Index Terms—Intuitionistic Fuzzy Numbers, Polygonal Fuzzy
Number, Binary Operations

I. INTRODUCTION

According to Fuzzy Set theory, which was proposed by
Zadeh [1] to represent vagueness in real-life, each element
x ∈ X in an ordinary fuzzy set Ã = < X,µÃ > has
a degree of membership in Ã, that is µÃ(x) ∈ [0, 1].
This implicitly gives another value, 1 − µÃ(x) ∈ [0, 1],
which represents the degree of non-membership of x in Ã.
Atanassov and Krassimir [2] answered an important question
here: What if the degree of non-membership of x is not the
complementary of µÃ(x) to 1? In this case, another function
is required to represent the degree of non-membership of
x, that is the non-membership function, which results in
a generalized type of fuzzy sets called the Intuitionistic
Fuzzy Sets (IFS). Later, Biswas [3] showed that there are
some real life situations where IFS’s are more appropriate
in representing vagueness than ordinary fuzzy sets. This
happens when there is insufficient information to determine
the membership value.

A convex IFS whose domain is the set real numbers
is an Intuitionistic Fuzzy Number (IFN). In the literature,
there are lots of studies and applications of many types
of IFN’s, especially in decision-making [4], [5], [6]. The
type of an IFN determines the shape of its membership and
non-membership functions. For instance, each function of a
triangular [5], [7] or a trapezoidal IFN [4], [8] consists of
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two or three linear pieces, respectively. Zulkifly et. al [9]
introduced Intuitionistic Fuzzy B-Spline Curve interpolation
model by defining intuitionistic fuzzy control point relation
and blended it with B-spline basis function.

Although linearity is preferable since it facilitates the
calculations, there are sudden sharp changes in the functions
if the number of linear pieces is small. On the other hand,
using an LR IFN [6], whose functions are not necessarily
piecewise linear, restricts the usage of this type due to the
special relationship assumed on the left and right parts of
the functions. In order to make use of the advantages of
linearity while having less sharp changes, in this paper, we
introduce the n-Intuitionistic Polygonal Fuzzy Number (n-
IPFN), which generalizes the triangular and the trapezoidal
IFN’s into an IFN with n linear pieces on the left and right
sides of both the membership and non-membership functions.
This type can be used to approximate any type of IFN’s
into an IFN with piecewise linear membership and non-
membership functions, with higher accuracy as n increases.
The approximation facilitates applying arithmetic operations
on any two IFN’s by unifying their type first, then performing
the operations.

Recently, ordinary polygonal fuzzy sets and numbers [10]
has been getting a big interest in the literature with applica-
tions in neural networks and decision-making [11], [12]. In
a previous work, Tuffaha and Alrefaei [13] considered the
ordinary n-polygonal fuzzy number and introduced conve-
nient arithmetic operations on it. These arithmetic operations
were then shown to satisfy the most important properties,
such as commutativity, associativity, having identities and
inverses, and preserving the ranking values [14]. The authors
also introduced a ranking equivalence relation on the set
of all n-polygonal fuzzy numbers and showed that the set
of equivalence classes is isomorphic to the real numbers
set. In this paper, we generalize that work to IFN’s, giving
a strong tool to represent vagueness in intuitionistic fuzzy
environments.

To the best of our knowledge, intuitionistic polygonal
fuzzy numbers are not studied in the literature, except for
Wang and Duan [15], who considered such a type of fuzzy
numbers, but with a different definition. Although their
definition does not require the membership or the non-
membership function to reach one or zero, respectively, our
definition is more general in the sense that it does not restrict
the endpoints of the linear pieces in the membership and the
non-membership functions to be equal as in the definition by
Wang and Duan [15]. Giving the freedom to the x’s of the
corresponding knots in the two functions provides a more
realistic representation, which we seek in this paper.

The paper is organized as follows: the intuitionistic polyg-
onal approximation of IFN’s and the definition of the n-IPFN
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are given in Section II. An extension of the ranking function
with total integral value to IFN’s is introduced in Section III
and then applied to the n-IPFN. After that, suitable arithmetic
operations on the n-IPFN are introduced and shown to
satisfy the most important properties in Section IV, while in
Section V the ranking equivalence relation is presented and
studied. Finally, some definitions are proposed for dealing
with matrices, functions, equalities and inequalities with n-
IPFN’s in Section VI followed by concluding remarks and
future insights in Section VII.

II. INTUITIONISTIC POLYGONAL APPROXIMATION

First, the definitions of intuitionistic fuzzy sets and num-
bers are presented.

Definition 1: [2] An intuitionistic fuzzy set (IFS) ÃI
is a triple < X,µÃI , νÃI >, where X is a set and
µÃI , νÃI : X → [0, 1] are called the membership and
the non-membership functions, respectively. The values of
µÃI (x) and νÃI (x) represent the “degree of membership”
and the “degree of non-membership” of x in ÃI , where
0 ≤ µÃI (x) + νÃI (x) ≤ 1. The complementary of this
sum to 1 is called the degree of hesitation, πÃI (x) =

1− µÃI (x)− νÃI (x) ∈ [0, 1].
Definition 2: [16] A real intuitionistic fuzzy number

(IFN), ÃI , is an intuitionistic fuzzy subset of < with a
membership µÃI and a non-membership νÃI functions,
which can be described as:

µ
ÃI (x) =


µL

ÃI
(x) ; a < x ≤ b

1 ; b < x ≤ c
µR

ÃI
(x) ; c < x ≤ d

0 otherwise

,

νÃ(x) =


νL
ÃI (x) ; a′ < x ≤ b′

0 ; b′ < x ≤ c′
νR
ÃI (x) ; c′ < x ≤ d′

1 otherwise

where a, b, c, d, a′, b′, c′ and d′ are real numbers. Moreover,
µL
ÃI

: [a, b] → [0, 1] and νL
ÃI

: [a′, b′] → [0, 1] are the left
membership and non-membership functions of ÃI , which are
continuous, increasing and decreasing, respectively. On the
other hand, µR

ÃI
: [c, d] → [0, 1] and νR

ÃI
: [c′, d′] → [0, 1]

are the right membership and non-membership functions
of ÃI , which are continuous, decreasing and increasing,
respectively.

A. Intuitionistic Polygonal Approximation

Let ÃI be an IFN defined as in Definition 2. The left
and right membership and non-membership functions of ÃI ;
µL
ÃI

, µR
ÃI

, νL
ÃI and νR

ÃI , are approximated by piecewise linear
functions fL, fR, gL and gR, respectively, as follows:

Step 1: Choose n ∈ Z+, which indicates the
number of linear pieces in each one of fL, fR, gL
and gR.
Step 2: Divide the interval [0, 1] into n equal subin-
tervals with nodes: 0 < 1

n <
2
n < ... < n−1

n < 1.
Step 3: Without loss of generality, we assume
that µL

ÃI and νR
ÃI are strictly increasing functions,

while µR
ÃI and νL

ÃI are strictly decreasing functions.
Then, these functions are one-to-one. In addition,
each one of them is onto and covers the interval

[0, 1] completely. Therefore, their inverse functions,
(µL
Ã
)−1,(µR

Ã
)−1,(νL

Ã
)−1 and (νR

Ã
)−1, exist.

Set a0 = a, an = b, b0 = c, bn = d,
ai = (µL

Ã
)−1( in ) : i = 1, 2, .., n− 1,

and bi = (µR
Ã
)−1(n−in ) : i = 1, .., n− 1,

Then, a0 < a1 < .. < an−1 < an ≤ b0 < b1 <
.. < bn−1 < bn.
Also, set a′0 = a′, a′n = b, b′0 = c′, b′n = d′,
a′i = (νL

Ã
)−1(n−in ) : i = 1, 2, .., n− 1,

and b′i = (νR
Ã
)−1( in ) : i = 1, .., n− 1.

Then a′0 < a′1 < .. < a′n−1 < a′n ≤ b′0 < b′1 < .. <
b′n−1 < b′n.
Step 4: Perform two piecewise linear interpolations
between the points:
{(a0, 0), (a1, 1

n ), ..., (ai,
i
n ), ..., (an−1,

n−1
n ), (an, 1),

(b0, 1), (b1,
n−1
n ), ..., (bi,

n−i
n ), ..., (bn−1,

1
n ), (bn, 0)}

and the points:
{(a′0, 1), (a′1, n−1n ), ..., (a′i,

n−i
n ), ..., (a′n−1,

1
n ),

(a′n, 0), (b
′
0, 0), (b

′
1,

1
n ), ..., (b

′
i,
i
n ), ..., (b

′
n−1,

n−1
n ),

(b′n, 1)}.
The resulting functions, respectively denoted
by fÃI and gÃI , are the piecewise linear
approximating functions, given by:

fÃI (x) =



1
n [

x−ai
ai+1−ai ] +

i
n ; ai ≤ x ≤ ai+1,

i = 0, .., n− 1
1 ; an ≤ x ≤ b0
−1
n [ x−bi

bi+1−bi ] +
n−i
n ; bi ≤ x ≤ bi+1,

i = 0, .., n− 1
0 otherwise

(1)

gÃI (x) =



−1
n [

x−a′i
a′i+1−a′i

] + n−i
n ; a′i ≤ x ≤ a′i+1,

i = 0, .., n− 1
0 ; a′n ≤ x ≤ b′0
1
n [

x−b′i
b′i+1−b′i

] + i
n ; b′i ≤ x ≤ b′i+1,

i = 0, .., n− 1
1 otherwise

(2)

Then, fÃI , gÃI : IR→ [0, 1] can be seen as a membership
and a non-membership functions of an IFN. This gives the
definition of the n-intuitionistic polygonal fuzzy number.

Definition 3: A real IFN with a membership
and a non-membership functions given as in
equations (1) and (2), respectively, is called an n-
Intuitionistic Polygonal Fuzzy Number, denoted
by n-IPFN, which is represented by its knots:
{(a0, a1, .., an; b0, b1, .., bn), (a′0, a′1, .., a′n; b′0, b′1, .., b′n)}. If
an = b0, then the n-IPFN is called non-flat. Otherwise, it
is called flat. Moreover, the set of all n-IPFN’s is denoted
by IPn.

Example 1: Let ÃI be an IFN with a membership
function µÃI and a non-membership function νÃI given by:

µÃI (x) =


1
4
(x+ 1)2 ;−1 ≤ x ≤ 1

(x− 2)4 ; 1 ≤ x ≤ 2
0 otherwise

,

νÃI (x) =

{
1
4
(x− 1)2 ;−1 ≤ x ≤ 3

0 otherwise

Let n = 3. Then the piecewise linear membership function
approximating µÃI is:
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fÃI (x) =



0.289(x+ 1) ;−1 ≤ x ≤ 0.155
0.697(x− 0.155) + 1

3
; 0.155 ≤ x ≤ 0.633

0.908(x− 0.633) + 2
3

; 0.633 ≤ x ≤ 1
1 ;x = 1
−3.458(x− 1) + 1 ; 1 ≤ x ≤ 1.096
−2.318(x− 1.096) + 2

3
; 1.096 ≤ x ≤ 1.24

−0.439(x− 1.240) + 1
3

; 1.24 ≤ x ≤ 2
0 otherwise

Whereas the piecewise linear non-membership function
approximating νÃI is:

gÃI (x) =



−0.908(x+ 1) + 1 ;−1 ≤ x ≤ −0.633
−0.697(x+ 0.633) + 2

3
;−0.633 ≤ x ≤ −0.155

−0.289(x+ 0.155) + 1
3

;−0.155 ≤ x ≤ 1
1 ;x = 1
0.288(x− 1) ; 1 ≤ x ≤ 2.157
0.7(x− 2.157) + 1

3
; 2.157 ≤ x ≤ 2.633

0.908(x− 2.633) + 2
3

; 2.633 ≤ x ≤ 3
0 otherwise

These two functions represent the non-flat 3-IPFN:
{(−1, 0.155, 0.633, 1; 1, 1.096, 1.240, 2),
(−1,−0.633,−0.155, 1; 1, 2.157, 2.633, 3)}.
Figure 1 clarifies the approximation of ÃI .

Fig. 1. The piecewise linear approximation of the IFN in Example 1

Remark 1: Any real number a ∈ IR can be expressed in
the n-IPFN form:
a = {(a, a, .., a; a, a.., a), (a, a, .., a; a, a.., a)}, and it is
called a crisp real number to indicate that it is not fuzzy.
Table II-A shows how the intuitionistic triangular, trapezoidal
and hexagonal fuzzy numbers are special cases of the n-
IPFN:

TABLE I
SOME SPECIAL TYPES OF n-IPFN

n = 1 an = b0 Intuitionistic Triangular non-flat
n = 1 an 6= b0 Intuitionistic Trapezoidal flat
n = 2 an 6= b0 Intuitionistic Hexagonal flat

Example 2: Figure 2 shows an example of a flat 2-IPFN
given by ÃI = {(−1, 2, 3; 5, 7, 10), (−2,−1, 2; 6, 8, 11)}.

III. RANKING FUNCTION

Ranking (comparing) IFN’s in the literature takes two
different approaches. The first one is to make lexicographic
comparisons between values assigned to the compared IFN’s,

Fig. 2. The 2-IPFN in Example 2

with priorities related to the importance of each one of these
values in determining the relationship between the two IFN’s
[17], [18], [19]. The second approach is to assign one real
value to each IFN, often by taking a convex combination of a
value related to the membership function and another related
to the non-membership one, and then comparing the IFN’s
according to the real values assigned to each one of them
[20], [5], in this paper, we consider the second approach.

Many of existing approaches depend on generalizing the
ranking methods for ordinary fuzzy numbers. The ranking
function given in this section for the n-IPFN proposes a
generalization of the ranking function with total integral
value on ordinary fuzzy numbers, which was introduced by
Liou & Wang [21]. The definition is presented first and then
extended to IFN’s and applied to the n-IPFN.

Definition 4: Let Ñ be any fuzzy number. The ranking
function with total integral value is given by:

<(Ñ) = (1− α)JL(Ñ) + αJR(Ñ) (3)

where: JL(Ñ) =
∫ 1

0
(µL
Ñ
(x))−1(y)dy, JR(Ñ) =∫ 1

0
(µR
Ñ
(x))−1(y)dy, and α ∈ [0, 1] represents the decision

maker’s degree of optimism.
This definition can be extended to intuitionistic fuzzy

numbers by applying it to both the membership function
(µÃI ) and the complement of the non-membership function
to one (1 − νÃI ), which gives two values. Taking a convex
combination of these two values gives the ranking value of
the given IFN.

Definition 5: Let ÃI =< IR, µÃI , νÃI > be an intuition-
istic fuzzy number and let α1, α2, λ ∈ [0, 1] be three values
that represent the decision maker’s degree of optimism.
Assume νc = 1 − νÃI , νLc = 1 − νL

ÃI and νRc = 1 − νR
ÃI .

Then, the ranking function with total integral value of ÃI

is defined as follows:

<(ÃI) = λ<µ(ÃI) + (1− λ)<ν(ÃI), (4)

where, <µ(ÃI) = α1IR(Ã
I) + (1− α1)IL(Ã

I)
and <ν(ÃI) = α2JR(Ã

I) + (1− α2)JL(Ã
I), such that

IR(Ã
I) =

∫ 1

0

(µR
ÃI (x))

−1(y)dy,

IAENG International Journal of Applied Mathematics, 51:3, IJAM_51_3_30

Volume 51, Issue 3: September 2021

 
______________________________________________________________________________________ 



IL(Ã
I) =

∫ 1

0

(µL
ÃI (x))

−1(y)dy,

JR(Ã
I) =

∫ 1

0

(νRc (x))
−1(y)dy,

and JL(Ã
I) =

∫ 1

0

(νLc (x))
−1(y)dy.

Now, let ÃI = {(p0, p1, .., pn; q0, q1, .., qn),
(p′0, p

′
1, .., p

′
n; q
′
0, q
′
1, .., q

′
n)} ∈ IPn. Applying Definition 5

to ÃI and considering α1 = α2 = λ = 0.5 as is usually
done in the literature gives the following ranking function
for the n-IPFN ÃI :

<(ÃI) = 1
8n [p0 + 2p1 + 2p2 + ...+ 2pn−1 + pn

+q0 + 2q1 + 2q2 + ...+ 2qn−1 + qn

+p′0 + 2p′1 + 2p′2 + ...+ 2p′n−1 + p′n

+q′0 + 2q′1 + 2q′2 + ...+ 2q′n−1 + q′n
]

(5)

Example 3: The ranking value for the 2-IPFN in Example
2 is <(ÃI) = 1

16 [−1 + 4 + 3 + 5 + 14 + 10 − 2 − 2 + 2 +
6 + 16 + 11] = 4.125.

Comparing Intuitionistic polygonal fuzzy numbers

Here, we propose a way to compare n-IPFN’s through
comparing their ranking values.

Definition 6: Let

ÃI = {(a0, a1, .., an; b0, b1, .., bn), (c0, c1, .., cn; d0, d1, .., dn)},

B̃I = {(a′0, a′1, .., a′n; b′0, b′1, .., b′n), (c′0, c′1, .., c′n; d′0, d′1, .., d′n)}

be two IPFN-n’s. Then:

• ÃI and B̃I are called equivalent, denoted ÃI ≈ B̃I , if
<(ÃI) = <(B̃I),

• ÃI and B̃I are called equal, denoted ÃI = B̃I , if ai =
a′i, bi = b′i, ci = c′i and di = d′i for all i = 0, 1, .., n.

• ÃI is said to be greater than (greater or equal) B̃I ,
denoted ÃI � B̃I (ÃI � B̃I ), if R(ÃI) > R(B̃I)
(R(ÃI) ≥ R(B̃I)).

• ÃI is said to be smaller than (smaller or equal) B̃I ,
denoted ÃI ≺ B̃I (ÃI � B̃I ), if R(ÃI) < R(B̃I)
(R(ÃI) ≤ R(B̃I)).

Example 4: Consider the following three 3-IPFN’s:
ÃI = {(−7,−6,−2.5,−2;−2,−1, 1, 4), (−10,−9,−7.5,−4;
1, 3, 5, 6)}, B̃I = {(−3,−2,−2,−2;−2,−2,−2,−1), (−4,
− 3,−2,−2;−2,−2,−1, 0)}, and C̃I = {(1, 3, 4, 5; 5, 6, 8,
9), (−2, 1, 2, 4; 6, 8, 9, 10)}.
Note that R(ÃI) = R(B̃I) = −2 and R(C̃I) = 5. Thus ÃI

and B̃I are equivalent, but not equal. In addition, ÃI ≺ C̃I
and C̃I � B̃I .

IV. ARITHMETIC OPERATIONS

In this section, four arithmetic operations are introduced
on the n-intuitionistic polygonal fuzzy numbers, and many
properties of these operations are shown.

A. Addition on IPn
In the following three definitions, let ÃI and B̃I ∈ IPn

given as in Definition 6.
Definition 7: The addition of ÃI and B̃I is defined as

follows:

ÃI ⊕ B̃I =
{(a0 + a′0, a1 + a′1, .., an + a′n; b0 + b′0, b1 + b′1, .., bn + b′n),

(c0 + c′0, c1 + c′1, .., cn + c′n; d0 + d′0, d1 + d′1, .., dn + d′n)}
Note that:
• IPn has an additive identity, that is the crisp number

0, since for all ÃI ∈ IPn,

ÃI ⊕ {(0, 0, .., 0; 0, 0, .., 0), (0, 0, .., 0; 0, 0, .., 0)} = ÃI

• It is clear that the addition defined above on IPn
generalizes the conventional addition on the crisp real
numbers since for all p, q ∈ IR: p⊕ q = p+ q

Now, we have the following theorem.
Theorem 1: For all ÃI , B̃I ∈ IPn, <(ÃI ⊕ B̃I) = <(ÃI)+

<(B̃I).
Proof:
Let

ÃI = {(a0, a1, .., an; b0, b1, .., bn), (c0, c1, .., cn; d0, d1, .., dn)},

B̃I = {(a′0, a′1, .., a′n; b′0, b′1, .., b′n), (c′0, c′1, .., c′n; d′0, d′1, .., d′n)}
Then,

R(ÃI ⊕ B̃I) = R[{(a0 + a′0, a1 + a′1, .., an + a′n;

b0 + b′0, b1 + b′1, .., bn + b′n),

(c0 + c′0, c1 + c′1, .., cn + c′n;

d0 + d′0, d1 + d′1, .., dn + d′n)}]
= 1

8n
[(a0 + a′0) + 2(a1 + a′1) + ...

+2(an−1 + a′n−1) + (an + a′n)

+(b0 + b′0) + 2(b1 + b′1) + ...

+2(bn−1 + b′n−1) + (bn + b′n)

+(c0 + c′0) + 2(c1 + c′1) + ...

+2(cn−1 + c′n−1) + (cn + c′n)

+(d0 + d′0) + 2(d1 + d′1) + ...

+2(dn−1 + d′n−1) + (dn + d′n)]

= 1
8n

[a0 + 2a1 + ...+ 2an−1 + an

+b0 + 2b1 + ...+ 2bn−1 + bn

+c0 + 2c1 + ...+ 2cn−1 + cn

+d0 + 2d1 + ...+ 2dn−1 + dn]

+ 1
8n

[a′0 + 2a′1 + ...+ 2a′n−1 + a′n

+b′0 + 2b′1 + ...+ 2b′n−1 + b′n

+c′0 + 2c′1 + ...+ 2c′n−1 + c′n

+d′0 + 2d′1 + ...+ 2d′n−1 + d′n]

= R(P̃ ) +R(Q̃)

Definition 8: The additive inverse of ÃI , in the sense that ÃI⊕
(−ÃI) ≈ 0, is defined as follows:

−ÃI = {(−bn,−bn−1, ..,−b1,−b0;−an,−an−1, ..,−a1,−a0),
(−dn,−dn−1, ..,−d1,−d0;−cn,−cn−1, ..,−c1,−c0)}

Definition 9: The subtraction of B̃I from ÃI is defined as ÃI	
B̃I = ÃI ⊕ (−B̃I).

Example 5: Consider ÃI and C̃I given in Example 4.
R(C̃I ⊕ ÃI) = R({(−6,−3, 1.5, 3; 3, 5, 9, 13),
(−12,−8,−5.5, 0; 7, 11, 14, 16)}) = 3 = R(C̃I) +R(ÃI).
R(C̃I 	 ÃI) = R({(−3, 2, 5, 7; 7, 8.5, 14, 16),
(−8,−4,−1, 3; 10, 15.5, 18, 20)}) = 7 = R(C̃I)−R(ÃI).
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B. Multiplication on IPn:
A convenient multiplication on IPn must satisfy some

basic properties, such as:
1) Commutative property.
2) Generalization of the known multiplication on real

numbers.
3) IPn has a multiplicative identity 1̃I .
4) For all ÃI ∈ IPn, where <(ÃI) 6= 0, ÃI has a multi-

plicative inverse B̃I ∈ IPn, such that: ÃI ⊗ B̃I ≈ 1̃I .
5) Moreover, the multiplication must preserve the ranking

values of the multiplied fuzzy numbers, i.e.

<[ÃI ] · <[B̃I ] = <[ÃI ⊗ B̃I ] (6)

In what follows, our aim is to introduce a multiplication on
IPn satisfying these properties.

First, we introduce definitions for the i-th spreads of a
n-IPFN which are used in this section.

Definition 10:
Let ÃI = {(a0, a1, .., an; an+1, an+2, .., a2n+1),
(b0, b1, .., bn; bn+1, bn+2, .., b2n+1)} ∈ IPn.
For i = 1, 2, .., 2n + 1, the interval Ii = [ai−1, ai] is
called the i-th membership interval of ÃI , and its length
Li = ai−ai−1 is called the i-th membership spread of ÃI .
Moreover, for i = 1, 2, .., 2n+ 1, the interval I ′i = [bi−1, bi]
is called the i-th non-membership interval of ÃI , and its
length Li = bi − bi−1 is called the i-th non-membership
spread of ÃI .

Now, let ÃI = {(a0, a1, .., an; b0, b1, .., bn), (c0, c1, .., cn;
d0, d1, .., dn)}, B̃I = {(a′0, a′1, .., a′n; b′0, b′1, .., b′n), (c′0, c′1, · · ·
, c′n; d

′
0, d
′
1, .., d

′
n)}. We want the product of ÃI

and B̃I to be also a n-IPFN, so let it be: C̃I =
{(e0, e1, .., en; f0, f1, .., fn), (g0, g1, .., gn;h0, h1, .., hn)} ∈
IPn.
From Equation (6), we want:

<(ÃI) · <(B̃I) = 1

8n
[e0 + 2e1 + 2e2 + ...+ 2en−1 + en

+f0 + 2f1 + 2f2 + ...+ 2fn−1 + fn (7)
+g0 + 2g1 + 2g2 + ...+ 2gn−1 + gn

+h0 + 2h1 + 2h2 + ...+ 2hn−1 + hn]

Let

I =
1

8n
[(a0 + 2a1 + 2a2 + ...+ 2an−1 + an

+b0 + 2b1 + 2b2 + ...+ 2bn−1 + bn

+c0 + 2c1 + 2c2 + ...+ 2cn−1 + cn

+d0 + 2d1 + 2d2 + ...+ 2dn−1 + dn) (8)
·(a′0 + 2a′1 + 2a′2 + ...+ 2a′n−1 + a′n

+b′0 + 2b′1 + 2b′2 + ...+ 2b′n−1 + b′n

+c′0 + 2c′1 + 2c′2 + ...+ 2c′n−1 + c′n

+d′0 + 2d′1 + 2d′2 + ...+ 2d′n−1 + d′n)]

Then, from equations (7) and (8), our first condition is:

I = e0 + 2e1 + 2e2 + ...+ 2en−1 + en

+f0 + 2f1 + 2f2 + ...+ 2fn−1 + fn (9)
+g0 + 2g1 + 2g2 + ...+ 2gn−1 + gn

+h0 + 2h1 + 2h2 + ...+ 2hn−1 + hn

This condition guarantees (6).

Now, for i = 1, 2, .., n, let

Xi = (ai − ai−1) + (a′i − a′i−1),
Yi = (ci − ci−1) + (c′i − c′i−1),

Xn+1 = (b0 − an) + (b′0 − a′n), (10)
Yn+1 = (d0 − cn) + (d′0 − c′n),

Xn+1+i = (bi − bi−1) + (b′i − b′i−1),
Yn+1+i = (di − di−1) + (d′i − d′i−1),

where the Xk’s and Yk’s equal the sum of the membership
and non-membership k-th spreads of ÃI and B̃I , respec-
tively. We let the spreads of the product C̃I satisfy:

ei − ei−1 = Xi, f0 − en = Xn+1, fi − fi−1 = Xn+1+i

(11)
gi−gi−1 = Yi, h0−gn = Yn+1, hi−hi−1 = Yn+1+i (12)

for all i = 1, .., n.
Conditions (9), (11) and (12) are 4n + 3 equa-
tions while we have 4n + 4 variables, which are
e0, e1, .., en, f0, f1, .., fn, g0, g1, .., gn, h0, h1, .., hn. Thus,
we need one more equation. A logical condition is to control
the distance between membership and non-membership func-
tion of the product such that the distances are proportional
to those between the membership and non-membership func-
tions of ÃI and B̃I . This can be done by adding the equation
h0 − f0 = d′0 − b′0 + d0 − b0, or

f0 − h0 = Z (13)

where, Z = b0 + b′0 − d0 − d′0 (14)

Now, by solving Equations (9), (11), (12) and (13), we get
the values of the variables that determine the product C̃I .

Remark 2: Although using the product of the lengths in
equations (11) might seem more logical at first glance, we
use the sum instead, since the properties 1-5 mentioned at
the beginning of this section do not hold together if we use
the product, but they all hold with the sum. This is shown
later in the following sections.

Theorem 2: The multiplication operation defined above:
⊗ : IPn × IPn −→ IPn is well-defined.

Proof: It is easy to show that the system of linear
equations (9), (11), (12) and (13) has the unique solution.

hn = Jn

hi−1 = hi − Yn+1+i, for i = n, n− 1, .., 1

gn = h0 − Yn+1

gi−1 = gi − Yi, for i = n, n− 1, .., 1 (15)
fn = Hn + h0

fi−1 = fi −Xn+1+i, for i = n, n− 1, .., 1

en = f0 −Xn+1

ei−1 = ei −Xi, for i = n, n− 1, .., 1

where,

Hn = Z +

n+1∑
i=2

Xn+i (16)

Jn =
1

8n

[
I +

n∑
i=1

(2i− 1)Xi + 2nXn+1

+

n∑
i=1

(2(n+ i)− 1)Xn+1+i +

n∑
i=1

(2i− 1)Yi + 2nYn+1

+

n∑
i=1

(2(3n+ i)− 1)Yn+1+i − 4nHn

]
(17)
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Summary of the multiplication algorithm:
Let ÃI = {(a0, a1, .., an; b0, b1, .., bn), (c0, c1, .., cn; d0, d1,
.., dn)}, B̃I = {(a′0, a′1, .., a′n; b′0, b′1, .., b′n), (c′0, c′1, .., c′n;
d′0, d

′
1, .., d

′
n)}. ∈ IPn.

To find the product ÃI ⊗ B̃I = {(e0, e1, .., en; f0, f1.., fn),
(g0, g1, .., gn; h0, h1.., hn)}, we first find the values of
I,X1, X2, .., X2n+1, Y1, Y2, .., Y2n+1, Z,Hn from equations
(8), (11), (14) and (16), then we find the values of
e0, e1, .., en, f0, f1.., fn, g0, g1, .., gn, h0, h1.., hn from equa-
tions (17) and (15).

Example 6: The multiplication of
ÃI = {(−5,−2,−1, 1; 2, 2.5, 4, 7), (−6,−4,−1.5, 0;
3, 3.5, 5, 9)} and B̃I = {(−10,−7,−4.5,−1; 0, 2, 4, 7),
(−11,−7,−5,−2; 3, 5, 8, 11)}, where n = 3, is
ÃI ⊗ B̃I = {(−16,−10,−6.5,−1; 1, 3.5, 7, 13),
(−81,−12,−7.5,−3; 5, 7.5, 12, 19)}.
Note that <(ÃI) · <(B̃I) = <(ÃI ⊗ B̃I) = −0.5.

1) Multiplication Properties: Now, the properties men-
tioned at the beginning of this section are discussed. Proper-
ties 1 and 2 are clearly satisfied, while property 5 holds by
construction. The rest of the properties are discussed in the
following theorems.

Theorem 3: IPn has a multiplicative identity, that is the
crisp number
1 = {(1, 1, . . . , 1; 1, 1, . . . , 1), (1, 1, . . . , 1; 1, 1, . . . , 1)}.

Proof: Let Ñ I = {(a0, a1, .., an; b0, b1, .., bn),
(c0, c1, .., cn; d0, d1, .., dn) ∈ IPn. Suppose that Ñ I ⊗ 1 =
{(e0, e1, .., en; f0, f1, .., fn), (g0, g1, .., gn;h0, h1, .., hn)}.
Then: I = 1

8n [a0 +2a1 + ..+2an−1 + an+ b0 +2b1 + ...+
2bn−1 + bn + c0 + 2c1 + ..+ 2cn−1 + cn + d0 + 2d1 + ...+
2dn−1 + dn][8n]
I = a0 +2a1 + ...+2an−1 + an + b0 +2b1 + ...+2bn−1 +
bn+c0+2c1+ ..+2cn−1+cn+d0+2d1+ ...+2dn−1+dn.
Moreover, Xi = ai−ai−1 for i = 1, ..., n, Xn+1 = b0−an,
Xn+1+i = bi − bi−1 for i = 1, ..., n, Yi = ci − ci−1 for
i = 1, ..., n, Yn+1 = d0 − cn and Yn+1+i = di − di−1 for
i = 1, ..., n. Thus,

Hn = Z +
n+1∑
i=2

Xn+i

= b0 − d0 + b1 − b0 + b2 − b1 + ...+ bn−1 − bn−2 +
bn − bn−1 = −d0 + bn

Jn =
1

8n
[I +X1 + 3X2 + 5X3 + ...+ (2n− 1)Xn

+2nXn+1 + (2n+ 1)Xn+1 + (2n+ 3)Xn+3

+(2n+ 5)Xn+4 + ...+ (4n− 1)X2n+1

+4nd0 − 4nbn + Y1 + 3Y2 + 5Y3 + ...

+(2n− 1)Yn + 2nYn+1 + (6n+ 1)Yn+1

+(6n+ 3)Yn+3 + (6n+ 5)Yn+4 + ...

+(8n− 1)Y2n+1

=
1

8n
[I − a0 − 2a1 − 2a2 − ...− 2an−1 − an

−b0 − 2b1 − 2b2 − ...− 2bn−1 − bn
−c0 − 2c1 − 2c2 − ...− 2cn−1 − cn − d0
−2d1 − 2d2 − ...− 2dn−1 − dn]

=
1

8n
[I − I + 8ndn] = dn

Hence, hn = Jn = dn, hn−1 = hn − Y2n+1 = dn − (dn −
dn−1) = dn−1, and similarly we find: hi = di and gi = ci
for all i = 0, .., n. Moreover, fn = Hn + h0 = −d0 + bn +
d0 = bn, fn−1 = fn −X2n+1 = bn − (bn − bn−1) = bn−1,
and similarly we find: fi = bi and ei = ai for all i = 0, .., n.
Therefore, Ñ I ⊗ 1 = Ñ I and 1 is the multiplicative identity
in IPn.

Theorem 4: Let Ñ I = {(a0, a1, .., an; b0, b1, .., bn),
(c0, c1, .., cn; d0, d1, .., dn)} ∈ IPn where <(Ñ I) 6= 0.
Then, Ñ I has a multiplicative inverse, Ñ−1, in the sense
that Ñ I ⊗ Ñ−1 ≈ 1.

Proof: Let

g0 = <(Ñ I) +
1

<(Ñ I)
− dn

gi = gi−1 + (dn−i+1 − dn−i) for all i = 1, .., n

h0 = gn + (d0 − cn)
hi = hi−1 + (cn−i+1 − cn−i) for all i = 1, .., n

e0 = hn + (c0 − bn)
ei = ei−1 + (bn−i+1 − bn−i) for all i = 1, .., n

f0 = en + (b0 − an)
fi = fi−1 + (an−i+1 − an−i) for all i = 1, .., n

Then Ñ−1 = {(e0, e1, .., en; f0, f1, .., fn), (g0, g1, .., gn;
h0, h1, .., hn)} is the multiplicative inverse of Ñ .
Note that <[Ñ I ⊗ Ñ−1] = 1

8nI , where it can be seen by
simple calculations that I = 8n.
Therefore, <[Ñ I ⊗ Ñ−1] = 1

8n · 8n = 1, which completes
the proof.

Definition 11: Let ÃI , B̃I ∈ IPn, where <(B̃I) 6= 0. We
define the division of ÃI over B̃I as follows:

ÃI/B̃I = ÃI ⊗ (B̃−1)

Example 7: Let
ÃI = {(−3,−1, 2; 5, 7, 8), (−4,−3, 1; 7, 8.5, 9)},
B̃I = {(−5,−3, 0; 2, 8, 9), (−7,−2.5,−1; 5, 7, 10)}.
Note that <(B̃I) = 2 6= 0. Let B̃−1 be {(e0, e1, .., en;
f0, f1, .., fn), (g0, g1, .., gn;h0, h1, .., hn)}. Then,
g0 = <(B̃)+<(B̃)−10 = −7.5, g1 = g0+(10−7) = −4.5.
Similarly, g2 = −2.5, h0 = 3.5, h1 = 5, h2 = 9.5,
e0 = −6.5, e1 = −5.5, e2 = 0.5, f0 = 2.5, f1 = 5.5,
and f2 = 7.5.

So, X̃I = ÃI/B̃I

= ÃI ⊗ {(−6.5,−5.5, 0.5; 2.5, 5.5, 7.5),
(−7.5,−4.5,−2.5; 3.5, 5, 9.5)}

= {(−11.5,−8.5, 0.5; 5.5, 10.5, 13.5),
(−13.5,−9.5,−3.5; 8.5, 11.5, 16.5)}

We note that X̃I ⊗ B̃I ≈ ÃI since:
X̃I ⊗ B̃I = {(−17,−12, 0; 7, 18, 22), (−21,−12.5,−5;
13, 18, 26)} and <(X̃I ⊗ B̃I) = 3 = <(ÃI).

V. THE RANKING EQUIVALENCE RELATION

Definition 12: Define the ranking relation ∼ on IPn by:
For all Ñ I

1 , Ñ
I
2 ∈ IPn: Ñ I

1 ∼ Ñ I
2 ⇔ <(Ñ I

1 ) = <(Ñ I
2 ).

It is clear that ∼ is an equivalence relation. The set of all
equivalence classes in IPn is denoted by

IFn = {[Ñ I ] : Ñ I ∈ IPn}.
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Definition 13: The addition and multiplication on IFn
are defined as follows. Let [Ñ I

1 ], [Ñ
I
2 ] ∈ IFn. Then:

[Ñ I
1 ] + [Ñ I

2 ] = {ÃI ⊕ B̃I : ÃI , B̃I ∈ IPn,
<(ÃI) = <(Ñ I

1 ) and <(B̃I) = <(Ñ I
2 )}

[Ñ I
1 ] · [Ñ I

2 ] = {ÃI ⊗ B̃I : ÃI , B̃I ∈ IPn,
<(ÃI) = <(Ñ I

1 ) and <(B̃I) = <(Ñ I
2 )}

The proof of the following theorem is straight forward and
similar to that shown in [14].

Theorem 5: The structure (IFn,+, ·) is a field.
Theorem 6: The field (IFn,+, ·) and the real numbers

set with the conventional binary operations are isomorphic
as rings.

Proof: Consider the map ψ : IFn → IR with
ψ([Ñ I ]) = <(Ñ I). Then, for all [ÃI ], [B̃I ] ∈ IFn, it can
be easily shown that:

ψ([ÃI ] + [B̃I ]) = ψ([ÃI ]) + ψ([B̃I ]),

ψ([ÃI ] · [B̃I ]) = ψ([ÃI ]) · ψ([B̃I ])

Moreover, ψ is obviously onto and one-to-one. Therefore, ψ
is an isomorphism and IR ' IFn as rings.

VI. GENERALIZATION OF SOME CONCEPTS WITH
POLYGONAL FUZZY NUMBERS

In this section, some definitions are proposed to generalize
some concepts related to the n-IPFN’s. These concepts are:
fuzzy matrices, fuzzy-valued functions and fuzzy equalities
and inequalities, which can help to implement n-IPFN’s in
many applications, such as linear systems and optimization.

A. Matrices with polygonal fuzzy numbers

Definition 14:
• An intuitionistic polygonal fuzzy matrix M̃ is a matrix

whose entries are n-IPFN’s.
• The set of all intuitionistic polygonal fuzzy matrices is

denoted M(IPLn).
• The addition and multiplication of intuitionistic polygo-

nal fuzzy matrices are similar to those on real matrices,
but using the binary operations introduced in section IV
on IPn.

Definition 15: Let M̃ = [m̃I
ij ]p×q, Ñ = [ñIij ]p×q ∈

M(IPLn). Then:
1) M̃ and Ñ are said to be equal, written M̃ = Ñ, if

m̃I
ij = ñIij for all i = 1, .., p and j = 1, .., q. Moreover,

we call them equivalent, written M̃ ≈ Ñ, if m̃I
ij ≈ ñIij

(have the same rank) for all i = 1, .., p and j = 1, .., q.
2) A set of rows of M̃, {m̃i1 , m̃i2 , ..., m̃ik}, is said to

be linearly independent if the equation: a1 ∗m̃i1⊕a2 ∗
m̃i2 ⊕ ... ⊕ ak ∗ m̃ik ≈ 0̃ with a1, a2, ..., ak ∈ R can
only be satisfied when ai = 0 for all i = 1, .., k.

3) The rank of M̃ is the maximal number of linearly
independent rows of M̃.

4) If p = q, then M̃ is a square fuzzy matrix, and
we define the determinant of M̃, denoted det(M̃),
to be a PLFN-n computed in a similar way to com-
puting the determinant of a real square matrix, but
using the binary operations defined in section IV on

PLn. Furthermore, it can easily be shown that if
det(M̃) 6≈ 0, then M̃ has an inverse matrix M̃−1 such
that M̃ ∗ M̃−1 ≈ Ĩ, where the square matrix Ĩ is a
fuzzy identity matrix in M(PLn) which has n-IPFN’s
equivalent to 1 on the main diagonal, and all its other
elements are equivalent to 0.

Example 8: Let M̃ =

[
ÃI B̃I

C̃I D̃I

]
, where

ÃI = {(0, 2, 4; 5, 6, 7), (−2, 0, 2; 6, 8, 10)},
B̃I = {(5, 6, 7; 7, 8, 9), (−4, 1, 5; 8, 9, 11)},
C̃I = {(−2, 0, 2; 3, 4, 5), (−3, 0, 1; 6, 8, 12)} and
D̃I = {(1, 4, 6; 6, 8, 11), (−4,−1, 1; 7, 9, 12)}.
Then det(M̃) = (ÃI ⊗ D̃I) 	 (C̃I ⊗ B̃I) =
{(−11,−4, 2; 4, 10, 17), (−27,−16,−9; 9, 18, 31)} 6≈ 0.
This means that M̃ has an inverse:

M̃−1 = (det(M̃))−1 ∗
[

D̃I −B̃I
−C̃I ÃI

]
=

[
Ã′I B̃′I

C̃ ′I D̃′I

]
where Ã′I = {(−5.5,−0.5, 2.5; 2.5, 5.5, 10.5), (−5.5,−3.5,
− 0.5; 7.5, 8.5, 8.5)}, B̃′I = {(−6,−5,−5;−5,−5,−4),
(8, 2,−1;−2;−4;−9)}, C̃ ′I = {(−0.5,−0.5,−1.5;
− 2.5,−2.5,−1.5), (5.5, 1.5, 1.5;−1.5,−4.5,−11.5)} and
D̃′I = {(−6,−2, 1; 2, 4, 7), (−3,−2, 1; 7, 8, 7)}.
Note that

M̃ ∗ M̃−1 =[
(ÃI ⊗ Ã′I)⊕ (B̃I ⊗ C̃ ′I) (ÃI ⊗ B̃′I)⊕ (B̃I ⊗ D̃′I)
(C̃I ⊗ Ã′I)⊕ (D̃I ⊗ C̃ ′I) (C̃I ⊗ B̃′I)⊕ (D̃I ⊗ D̃′I)

]
=

[
ẼI F̃ I

G̃I H̃I

]
≈ Ĩ

where ẼI = {(−11,−3, 2; 2, 7, 15), (−16,−11,−2; 10, 11, 8)},
F̃ I = {(−16,−8,−2; 0, 4, 10), (−10,−8,−2, 10; 12, 10)},
G̃I = {(−16,−6, 0; 0, 6, 16), (−16,−12,−6; 10, 12, 12)}
and H̃I = {(−19,−9,−2; 0, 5, 13), (−8,−7,−4; 12, 15, 16)}.

In fact, if we find the real matrix equivalent to M̃ by

ranking all its fuzzy numbers, we get: N =

[
4 6
3 5

]
.

Note that det(N) = R[det(M̃)] = 2 and

N−1 =

[
2.5 −3
−1.5 2

]
= R[M̃

−1
],

where

R[M̃
−1

] =

[
R[Ã′I ] R[B̃′I ]

R[C̃ ′I ] R[D̃′I ]

]
.

B. Fuzzy-Valued Functions

Many applications of fuzzy numbers require dealing with
fuzzy-valued functions. For instance, in fuzzy optimization,
one seeks the maximum or the minimum of a fuzzy-valued
function subject to some constraints. Therefore, it is impor-
tant to introduce definitions of the maximum or the minimum
of a set of fuzzy values or a fuzzy-valued function in a way
that is compatible with our definitions in this paper.

Definition 16: Let I be an arbitrary index set, and let
S̃ = {ãIi : i ∈ I} be a set of n-IPFN’s. We define the
maximum and minimum fuzzy values of the elements of S̃,
denoted max(S̃) and min(S̃), to be the elements of S̃ with
the maximum and minimum ranking values, respectively.
In other words, if h1 = max{R(ãIk) : ãIk ∈ S̃} and
h2 = min{R(ãIk) : ã

I
k ∈ S̃}, then:

max(S̃) = {ãIi ∈ S̃ : R(ãIi ) = h1}
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min(S̃) = {ãIi ∈ S̃ : R(ãIi ) = h2}

Note that max(S̃) and min(S̃) may have more than one
element of S̃ if it contains more than one n-IPFN with the
maximum or minimum ranking value.

Definition 17: Let f̃ : (IPn)k → IPn, where k ∈ N, be
a fuzzy-valued function. Then the maximum and minimum
of f̃ are defined by:

max(f̃) = max{f̃(x̃I) : x̃I ∈ (IPn)k}

min(f̃) = min{f̃(x̃I) : x̃I ∈ (IPn)k}

Remark 3: max(f̃) = −min(−f̃)
Proof:

ỹI ∈ max(f̃)
⇔ R[ỹI ] ≥ R[f̃(x̃I)] ∀x̃I ∈ (IPn)k

⇔ −R[ỹI ] ≤ −R[f̃(x̃I)] ∀x̃I ∈ (IPn)k

⇔ R[−ỹI ] ≤ R[−f̃(x̃I)] ∀x̃I ∈ (IPn)k

⇔ − ỹI ∈ min(−f̃)
⇔ ỹI ∈ −min(−f̃)

C. Fuzzy Equalities and Inequalities

Here, we give some properties of the equalities and
inequalities between n-IPFN’s. The proof is straightforward.

Theorem 7: For ÃI , B̃I , C̃I ∈ IPn, we have:

1) If ÃI ⊕ B̃I ≈ C̃I , then ÃI ≈ C̃I 	 B̃I .
2) If ÃI ⊕ B̃I � C̃I and B̃I � 0, then ÃI � C̃I .
3) If ÃI � C̃I , then C̃I 	 ÃI � 0.
4) If ÃI � C̃I and B̃I � 0, then ÃI ⊗ B̃I � C̃I ⊗ B̃I .
5) If ÃI ≺ 0, then ÃI ⊕ B̃I ≺ B̃I .
6) ÃI � B̃I if and only if −ÃI � −B̃I .

VII. CONCLUSION

In this paper, the n-polygonal fuzzy number is extended
to a more general form, that is the n-IPFN, which is
shown to give a realistic piecewise linear approximation of
any general IFN in order to facilitate the calculations. A
ranking function on the n-IPFN is introduced by applying
a generalization of the ranking function with total integral
value for ordinary fuzzy sets. After that, arithmetic operations
on n-IPFN’s are introduced and shown to satisfy the most
important properties, these are associativity, commutativity,
having identities and inverses, and preserving the ranking
values. Finally, an equivalence relation is proposed on the set
of all n-IPFN’s based on the ranking values. The resulting set
of equivalence classes is studied and proved to be a strong
algebraic structure isomorphic to the real numbers set.

In the future, many applications of the n-IPFN can be
studied, such as in neural networks and decision-making.
Moreover, the ranking function and the arithmetic operations
given in this paper can be extended to a more general type of
IFN’s by allowing the maximum of the membership and the
minimum of the non-membership functions to not necessarily
reach one and zero, respectively.
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