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Abstract— This paper proposes a node-adaptive algorithm 

that aims to enhance the effectiveness of the dual reciprocity 

boundary element method (DRBEM) for numerically solving 

PDEs. The adaptation algorithm allows the internal nodes to 

automatically adapt accordingly to a pre-defined criterion 

during the computing process. The multiquadric radial basis 

function (MQ-RBF) is used to link the supports from internal 

nodes to the boundary ones. The proposed adaptation scheme 

is driven by the local change in velocity (in both x- and y-

directions) using a form of normalized error indicator. The 

node-adaptation manner falls into the h-type of refinement 

where nodes are automatically added into (or removed from) 

the computational domain. It is found that the numerical 

solutions obtained from the proposed adaptation scheme are 

noticeably improved for all cases under the investigation. This 

promising aspect certainly provides a numerical tool for better 

applications of DRBEM toward more complex problems.  

 
Index Terms— Node-Adaptation Scheme, Dual Reciprocity 

Boundary Element Method (DRBEM), coupled-Burgers’ 

equations, Convection-Diffusion.  

 

I. INTRODUCTION 

N addition to those well-known traditional numerical 

methods; finite difference method (FDM), finite element 

method (FEM), and finite volume method (FVM), in 

1978, Brebbia [1] proposed an alternative method known as 

‘Boundary element method (BEM)’ and it’s been drawing 

the attention of both scientists and engineers ever since. 

Unlike FDM or FEM, in BEM the original linear operations 

are replaced with a set of integral equations defined only on 

the boundary. This procedure results in the reduction of the 

problem’s dimension, remaining the main feature of BEM 

over other domain numerical schemes. In addition, the 

method is usually associated with direct formulations in 

which the problem unknowns are the physical variables, 

potential, or fluxes, making it even more attractive [2]. 

Despite several merits, one can obtain, difficulties and 

drawbacks have occurred when dealing with more 
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complicated and more complex problems particularly those 

involving non-linear, non-homogeneous, and time-

dependent phenomena. Even though a particular solution 

can be found for some forms of the equations given, making 

it possible to transform the domain integrals to boundary 

integrals, the difficulties are found in the implementation 

resulted from the storage of the closed-form [3], [4]. Over 

the past decade, many auxiliary methods have been invented 

and developed to strengthen their effectiveness [5], [6]. One 

of which is that known as the Dual Reciprocity BEM (or 

DRBEM) [7] where the whole process is divided into two 

parts: complementary solutions of its homogeneous form 

and the particular solutions of the inhomogeneous 

counterpart, by discretizing the domain into a series of 

internal nodes done via. the use of the so-called ‘Radial 

Basis Function (RBF)’ [8]-[10] (recent successful uses of 

RBFs in other contexts can be found in [11] and [12]). More 

applications of DRBEM can be found in a wide range of 

science and engineering fields; elastodynamics [10], [13], 

infinite domain scenario [9], free and forced vibrations [14], 

convection-diffusion with mild Peclet number [15], dynamic 

non-linear analysis [16], structural dynamics analysis [17] 

(see also the references therein).  

When it comes to applying a numerical scheme for 

solving PDEs, it is always desirable to achieve as high 

accuracy as possible while requiring as little computational 

effort as possible. To achieve this, one seeks ways to 

optimize the solution quality by managing the computational 

nodes involved and this is where the techniques of node/grid 

adaptation come in [18]. Toward this direction, recent works 

include radial basis function equidistribution-based adaptive 

algorithm designed for transient and nearly singular PDEs 

[19], the adaptation scheme driven by strong-form 

formulation and residual-based error [20], the one based on 

detection of highly localized features using residual 

subsampling technique [21], the new iterative scheme for 

implicit difference equation using stencil FD [22], the 

distributed adaptive node-specific signal estimation 

(DANSE) algorithm applying an additional relaxation in the 

updating process in fully connected sensor networks [23], 

and the node-adaptation based on local gradient under the 

context of a global collocation meshless method [24]. 

 The methods of allowing computational nodes to 

dynamically adapt accordingly to pre-defined criteria 

normally consist of two main ingredients; the adaptation 

manner and the area-of-interest identification means. Based 
on the way an algorithm adds or removes nodes, the 

methodology of mesh adaptation can generally be classified 

into four main manners as follows [25]; 
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 h-refinement: in this manner nodes can be included 

in (or removed from) the computational domain 

during the adaptation procedure [25], [26]. 

 r-refinement: this manner keeps the number of 

computation nodes intact and relocates the target 

nodes toward the areas of interest [27]. 

 p-refinement: this technique focuses on improving 

the accuracy by using higher order term of 

approximation polynomial while keeping the 

number and position of nodes fixed [28], [29], [30]. 

 m-refinement: the computational mesh is 

completely rebuilt regarding the error indicator 

introduced from the discretization step [31], [32].  

 Over the past decade, it is interesting to see that there is 

only a small number of research on node adaptation schemes 

applied with the boundary element method (BEM) when 

compared to those based on conventional numerical 

methods; FE, FV, and FD. The reason being is obvious that  

the attractive nature of the method could well be destroyed 

if more internal nodes are playing a more important role in 

the calculation process. Some recent attempts to improve 

BEM by the means of boundary-node adaptation include the 

technique based on local error analysis [33], the error 

estimated on a piecewise finite element of degree ‘k’ in 1D 

[34], and the rather comprehensive review nicely done by 

Michael Feischl et.al. [35] (see also references therein). As 

well-known to have lost its ability when dealing with 

problems involving strong inhomogeneous, non-linear, and 

transient nature with strong instabilities and sharp gradient 

of variable phenomena [36], DRBEM is now being 

enhanced by supports benefitted from internal nodes via the 

means of adaptation schemes. In this work, we propose an 

automatic internal-node adaptation scheme aiming to handle 

problems with challenging phenomena in mechanics. For 

this purpose, two well-known benchmarking problems are 

focused on in this work; the convection-diffusion, and the 

coupled-Burgers equations. 

 The layout of the paper is as follows; the mathematical 

construction of DRBEM is provided in Section 2 before its 

implementations to the two benchmarking test cases are 

explained in Section 3. The proposed internal-node 

adaptation scheme is then proposed in Section 4. Numerical 

experiments and solutions obtained are illustrated and 

discussed in Section 5 before some main findings and 

conclusions are drawn in Section 6.  

II. THE DUAL RECIPROCITY BOUNDARY ELEMENT 

METHOD (DRBEM)   

Starting from the Poisson equation as follows; 

 2 ,u b x y   (1) 

Its equivalent integral form, given by [1] , is expressed as; 

* * * *

1

  ˆ ˆ ˆ     
N L

i i j i ij j j

j

c u q ud u qd c u q u d u q d


   

 
         

 
     (2) 

Where *u  is the fundamental solution and the term, ˆ
jq  

is defined as 
ˆ

ˆ
j

j

u
q



n

, where n  is the unit vector outward 

normal to the boundary  , and can be written as follows; 

ˆ ˆ
ˆ

j j

j

u ux y
q

x n y n

  
 

   
 (3) 

Next, we apply the boundary element method as 

explained in [2], [37], and with N and L being the number 

of boundary and internal nodes respectively, b  can be now 

approximated using a linear combination form by;  

   
1

,   ,
N L

i j ij

j

b x y f x y




   (4) 

Here, the function f  is the radial basis function (RBF), 

commonly defined as a multivariate function whose values 

are dependent only on the distance. There are many forms 

proposed and applied over the past decades (see [38]) and in 

this work, one of the most popular choices proposed by 

Hardy (1971) [39], known as ‘Multiquadric (MQ) RBF’ is 

employed throughout and it is defined as;  

2 2( , ) MQf r r    (5) 

where MQ  is the so-called ‘shape parameter’ and is 

known to play a crucial role in determining the quality of the 

final results and has always been an open topic for decades. 

2

j

jr  x x is the Euclidean distance expressed in n  

dimensional space as;  
2 2 2

1 1 2 22
( ) ( ) ... ( )j j j j

j n nr x x x x x x        x x  (6) 

With this radial basis function, we then have;  
2  ˆ

j ju f   (7) 

For some particular solution, ˆ
ju . Applying Green’s 

theorem, the boundary element approximation to (2) then it 

becomes, at a node thi ; 

* *

1 1

* *

1 1 1

ˆ

 

  ˆ ˆ

k k

k k

N N

i i

k k

N L N N

j i ij j j

j k k

c u q ud u qd

c u q u d u q d

  



   

   

 
     
 
 

  

   

 (8) 

For 1,..., Ni  . After introducing the interpolation 

function and integrating over each boundary element, (8) 

can be re-written in terms of nodal values as; 

1 1

1 1 1

 

    ˆ ˆ ˆ

N N

i i ik k ik k

k k

N L N N

j i ij ik kj ik kj

j k k

c u H u G q

c u H u G q

 



  

 

 
   

 

 

  

      (9) 

Where the definition of the terms ikH   and  ikG   can be 

found in Toutip [2]. The index k  is used for the boundary 

nodes which are the field points. After application to all 

boundary nodes, using a collocation technique, (9) can be 

compactly expressed in matrix forms as follows;  

  1ˆˆ    Hu Gq HU GQ F b  (10) 

By setting   1ˆ  ˆ  S HU GQ F  , the above equation can 

be rewritten as;  

  Hu Gq Sb  (11) 

By applying boundary condition(s), then the following final 

form can be reached; 

   Ax y  (12) 

After this equation system is solved using standard 

techniques such as Gaussian elimination, the values at any 

internal node can be calculated from the following equation 

(where each one involving a separate multiplication of 

known vectors and matrices). 
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u H u G q

c u H u G q

 



  

  

 
   

 

 

  

 (13) 

This form is to be implemented correspondingly to the 

governing equations of the problems at hand and shall be 

detailed in the following section. 

III. DRBEM IMPLEMENTATIONS   

3.1 A Convection-Diffusion Problem   

The first challenging case is the two-dimensional 

convection-diffusion problem governed by the following 

equation; 

 
2 2

2 2
        , ,x y x y

u u u u u
V V u g x y t

t x y x y
  

    
     

    
 (14) 

Where ,  x yV V  are convection coefficients, and ,  x y    are 

diffusion coefficients. The last two terms u  and the 

source term  , ,g x y t  are additional and needed only in 

specific cases. By setting    x y     , we obtain;  

 
2 2

2 2
       x y

u u u u u
V V u g x

t x y x y
 

     
      

     
 (15) 

Leading to; 

 
2 2

2 2

1
     x y

u u u u u
V V u g x

t x y x y




      
       

      
 (16) 

with the initial condition 

   , ,0 , ,u x y x y with  ,  x y   and the boundary 

condition    , , , ,u x y t x y t . Where ,  ,  0x y t   and 

  is a domain of the problem,   is its boundary,   and 

  are known functions. The terms   x

u
V

x




and 

y

u
V

y




 are 

approximated similarly by;  

1

1

F

F

x

y

u
V

x x

u
V

y y





  
   


 


  

x

y

V F u

V F u

 (17) 

From (11), the form below is defined. 

 
1

   x y

u u u
b V V u g x

t x y




    
      

    
 (18) 

Let u u t    and by substituting (17) and (18) in (11) the 

following matrix form is reached.  

 1 11 F F
   u

x y




 



    
             

x y

Hu Gq

S V F u V F u u g x
 (19) 

And then, 

 1 11 F F
   u

x y




 



   
          

x y

Hu Gq

S V F V F I u g x
 (20) 

Let 

1 1F F
 

x y
  

  
 

x y
C V F V F I  (21) 

and by substituting (21) into (20), the following expression 

is obtained. 

  
1

 u


   Hu Gq S Cu g x  (22) 

Let 
1


 R S , so it becomes. 

   u   Hu Gq R Cu g x  (23) 

For the time derivative, the forward difference method is 

used and is expressed as; 
1t tu u u

u
t t

 
 

 
 (24) 

Therefore, the final form of the latest equation is expressed 

as follows. 

 1 1t t t

t

  
     

  

R R
RC H u Gq u Rg x

t
 (25) 

Note that the elements of matrices  ,  ,H G R   and  g x  

depend only on geometrical data. Thus, they can all be 

computed once and stored. 

3.2 A Nonlinear Transient and Couple- Problem 

The second challenging mechanic problem is the famous 

two-dimensional Burgers’ Equations expressed as. 

 21u u u
u v u

t x y Re

  
   

  
 (26) 

 21v v v
u v v

t x y Re

  
   

  
 (27) 

These are subject to the initial 

conditions:    1, ,0 , ,u x y x y   2, ,0 ( , )v x y x y , and 

the boundary conditions:    1, , , ,u x y t x y t  , 

and    2  , , , ,v x y t x y t  . Where ,   ,x y   0t    and 

 , ,u x y t , and  , ,v x y t  are the velocity components to be 

determined, 1 2 1, ,    and  2   are known functions and Re   

is the Reynolds number, described in [40]. 

 The implementation process begins with approximating 

the terms; ,   ,  
u u u

u u v
x y x

  

  
, and 

u
v

y




  via the following 

manners; 

1

1

1

1

 

 

 

 

u
u

x x

u
v

y y

v
u

x x

u
v

y y





















 


 

 


 

 


 

 


  

F
U F u

F
V F u

F
U F v

F
V F v

 (28)    

By inserting all the above forms in the governing 

equations and hence, (10) can be rearranged for each of the 

equations as follows;   

 ˆˆ    -1

1
Hu Gq HU GQ F b  (29) 

and 

 ˆ ˆ    -1

2
Hv Gz HV GZ F b  (30) 

where ,
u v

q z
n n

 
 
 

 and 
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1   
u u u

b Re u v
t x y

   
   

   
 (31) 

2  
v v v

b Re u v
t x y

   
   

   
 (32) 

Since ˆ ˆ,U V are generated by using the same redial basis 

function (MQ-RBF), then; 

ˆ ˆU V  and ˆ ˆQ Z  (33) 

For the time derivatives, the forward difference method 

is employed;  
 1t tu uu

t t

 


 
 and

 1t tv vv

t t

 


 
. Setting 

(34) and (35), expressed as. 

  1ˆˆ  A HU GQ F  (34) 

1 1    
 

 

F F
C U F V F

x x
 (35) 

Then the final forms of DRBEM for this type of equation 

can now be finalized as follows;  

 
   1 1 t
Re Re

Re
t t

 
 

    
  

S S
AC H u Gq u

t t  (36) 

 
   1 1 t
Re Re

Re
t t

 
 

    
  

S S
AC H v Gz v

t t  (37) 

Note that the elements of matrices ,H G  and A  depend 

only on geometrical data. Thus, they can all be computed 

once and stored. 

IV. THE INTERNAL-NODE ADAPTATION SCHEME   

In this section, an h-type nodes-adaptive procedure is 

introduced. The structure was proposed and applied in our 

previous study [24] and it is now being further modified for 

tackling problems in conjunction with DRBEM. The 

internal nodes are automatically added to or removed from 

the computational domain subjecting to a pre-defined 

criterion. The proposed scheme mainly consists of three 

components; 

 The means to perform node-adaptive: Node Adaptive 

Manner 

 The means to indicate the area of interest: Error 

Indicator  

 The steps to execute: The Adaptation Algorithm  

Each of which is explained below. 

4.1 Node Adaptation Manner 

Node-Refining: When a node is marked and subjected to a 

refinement process, it will then generate four child nodes 

around itself, as depicted in Fig. 1 Assuming node 

( )c i jx , yx  is marked for refinement, then its four child 

nodes, denoted as 
(1) (2) (3) (4), , ,c c c cx x x x , are defined as 

follows;  

1(1) 1

1(2) 1

1(3) 1

1(4) 1

( , ) ,
3 3

( , ) ,
3 3

( , ) ,
3 3

( , )
3 3

j j ji i i

c

j j ji i i

c

j j ji i i

c

j j ji i i

c

y y yx x x

y y yx x x

y y yx x x

y y yx x x









   
 


   

 



   



   


x

x

x

x

 (38) 

Node-Coarsening: The original or parents nodes are kept 

untouched but the child ones closest to their parents will be 

removed. 

 

4.2 The Proposed Error Indicator 

To identify the areas where the numerical solutions can 

possibly be improved based upon, this work proposes a tool 

that focuses on the local change in a pre-chosen flow 

variable in both x- and y- directions. This is carried out 

simply by using the central-finite differences expressed as 

follows. 

  1, 1,

( , ) 2

2
,

i j ij i j

i j
xx

x

U U U
U

h

  
  (39) 

  , 1 , 1

( , ) 2

2i j ij i j

i j
yy

y

U U U
U

h

  
  (40) 

For , 1,2,...,i j L  and where 
1x i ih x x   and 

1y i ih y y  . Then the proposed local error indicator, 

denoted by  k
 , can be defined for a thk -node as follows; 

   
2 2

( ) ( ) ( )1

2

k k k

yy xx
U U   

  
 (41) 

Note that (41) is to be applied only to all internal nodes 

whereas the boundary ones are remained intact throughout 

the computation process.  

 Once  
 ,

k

i j
  is calculated for each internal node, 

this means of normalizing the values obtained from the 

previous step is crucial as it prevents the proposed 

adaptation scheme from generating extreme changes of the 

raw values during the calculation. This is also to fit the re-

adjustment of the refining thresholds. For this purpose, the 

following normalization form is defined and used in the 

work. 

 

 

 

,

,
   
max { }

i j

i j

m,n




   (42) 

For  , , , 1,2,... .i i m n N  It is obvious that  ,
0 1

i j
   , and 

with a pre-defined lower threshold,  low  and upper 

 
Fig. 1.  Internal Node Adaptation Manner 
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threshold,  up , where 0     1low up    , the 

computational domain is divided into 3 sub-areas; 

 Refinement area: nodes with   ,
 upi j

   

 Coarsen area: nodes with   ,
 lowi j

   

 Intact area: nodes with 
 ,

   low upi j
    

4.3 The Adaptation Algorithm 

The following steps are how the adaptation process 

proceeds;  

Step 1: Uniformly distribute nodes over the 

computational domain.  

Step 2: Construct all the matrices involved and perform 

DRBEM until reaching time, or iteration for steady case, 

step  1
th

t  . 

Step 3: Perform the node adaptation scheme by; 

3.1) Specifying the lower (   )low  and upper 

thresholds (   )up , such that 0     1low up    . 

(This is totally up to a user’s judgment).  

3.2) Computing error indicator, ( )k using (39-41).  

3.3) Normalizing ( )k obtained from Step 3.2 by using  

(42), getting 
 ,i j

 . 

3.4) Performing the adaptation process by comparing 

 ,i j
  of each node to the thresholds (   ,   )low up   

determined from Step 3.1 and it is done in the 

manner explained in Fig. 1. 

3.5) Interpolating the computed solutions obtained at 

time, or iteration,  2
th

t  on all newly generated nodes. 

Step 4: Construct all the matrices using information 

residing on all nodes involved and perform DRBEM for 

time, or iteration,  1
th

t  and   
th

t  step respectively. 

V. NUMERICAL EXPERIMENTS AND RESULTS   

This section provides the results obtained from numerical 

experiments carried out covering many cases. The 

multiquadric type of RBF,  (5), was used throughout the 

investigation and an optimal shape parameter ( MQ ) was 

reached by carrying out a large number of experiments. For 

the sake of simplicity when being referred therein, the 

abbreviations used are given as follows; 

 InN: The number of initial/parent nodes. 

 FnN:  The number of final nodes after applying the 

node-adaptive algorithm.  

 BdN:  The number of boundary nodes.  

 Adp-DRBEM:  DRBEM with the node-adaptive 

algorithm.  

 DRBEM:  DRBEM without the node-adaptive 

algorithm.  

 CPU-Tm:  Computational CPU-time spent.  

The proposed node-adaptation algorithm presented in this 

work was now applied in conjunction with DRBEM and the 

following three benchmarking test cases were tackled 

numerically;  

 The Poisson equation with a nonrectangular domain. 

 A convective-dominated phenomenon in steady-

state. 

 The highly viscous nonlinear, unsteady, and 

coupled-Burgers’ equations. 

The result validation process was carried out by comparing 

the numerical solutions (both with and without the node-

adaptation scheme), against both the corresponding exact 

solutions and those previously presented in literature if 

available. To achieve this, several forms of error 

measurement norms were involved and they are listed in 

Table. I. All numerical investigations presented in the work 

were carried out on a computer laptop with Intel(R) Core 

(TM) i7-2620M CPU @ 2.70 GHz and RAM 4.00 GB. 

5.1 Poisson Equation with Nonrectangular Domain 

In the first test case, the Poisson equation, (43), was 

numerically solved by DRBEM with and without the use of 

the proposed node-adaptation algorithm.  
2 2

2 2

2 2
u u x

x y

  
        

 (43) 

This is defined on the domain with an elliptical boundary 

expressed as; 
2

2 1
4

x
y   (44) 

The boundary condition is taken directly from the exact 

solution expressed as follows;  

 
4

2 2 21
( , ) 50 8 33.6 1

246 4

x
u x y x y y

 
       

 
 (45) 

The investigation began with running simulations with 

keeping the number of the boundary nodes the same in both 

cases (i.e. BdN=40), for the internal nodes to play the main 

role in determining the final solution quality. For this, two 

internal node densities were considered; 68InN   and 91 

and the main findings are shown in Table. II. Under the 

same adaptation criteria; (   ,   ) (0.10,0.30)low up   and MQ   

5.50 , both error norms, RMSL  and L , revealed the same 

trends where more internal nodes were found to lead to a 

noticeable improvement. In particular, the use of the 

adaptation scheme proposed in this work was clearly seen to 

yield a promising reduction in errors for both initial node 

densities. The best result measured by 0.210 04RMSL E   

was found when using two levels of refinement with 

TABLE I 

ERROR NORMS ADOPTED IN THIS WORK ˆ( )N N L   

Error Norm Noted by Mathematical Formula 

   Maximum   L      . .

ˆ1
max ext appx

N
i

i
iu u JN

 
x x     

   Root-Mean-
Square  

 RMSL         
ˆ

2
. .

1

1

ˆ

N
ext ap

i

px

i

j

u u
N 

 x x    

   Absolute   
AbsL      . .p

i

ext x

i

apu ux x , ˆ1 i N   

   Relative   
RlvL   

   
 

. .

.

ext app

i

x

e t

i

x

iu u

u

x x

x
, ˆ1 i N   

   Root-Relative-

Square  
 

RRSL   

    

  

2
. .

1

2
.

1

N
ext appx

i

x

i

i

i

i

N
e t

u u

u









x x

x
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91InN  . Node distribution obtained under this first 

experiment is displayed in Fig. 2. 

 

5.2 Steady Convection-Dominated Problem 

Convection-diffusion is known as one of the most 

challenging phenomena for numerical mathematics research 

areas. The most important factor under this kind of problem 

is the so-called ‘Peclet number’, a measure of the relative 

importance of advection versus diffusion. A large Peclet 

number indicates an advectively dominated distribution. It 

determines the stability of the numerical solution and has 

drawn great attention from researchers in the areas. Over 

decades, many attempts to numerically approximate the 

solutions to the problems have been made (see [41],[42]). 

Amongst those, in 2006, Gu and Liu [43] studied four 

numerical techniques for tackling the instability issues; the 

enlargement of the upwind support domain, the local 

support domain, the nodal refinement, the adaptive upwind 

support domain, the adaptive analysis, and the biased 

support domain, their work has been recognized as a 

‘benchmarking case’ ever since.   

In this work, a 2D convection-diffusion problem in 

steady-state, as given and studied in Gu and Liu [43] was 

under investigation. The governing equation is expressed as 

follows; 

TABLE I I 
ERRORS OBTAINED FROM BOTH CASES; WITH AND WITHOUT ADAPTATION ALGORITHM, COMPUTED WITH BDN=40, 

(   ,   ) (0.10,0.30)low up   AND 5.50MQ  . 

Error Norm 

68InN   91InN   

Adp-DRBEM 

DRBEM 

Adp-DRBEM 

DRBEM 1-level 

(FnN=108) 

2-level 

(FnN=113) 

1-level 

(FnN=175) 

2-level 

(FnN=175) 

RMSL  0.511E-04 0.380E-04 0.807E-04 0.322E-04 0.210E-04 0.642E-04 

L  1.125E-04 1.094E-04 1.514E-04 0.815E-04 0.718E-04 1.214E-04 

 

TABLE I I I 

RRSL  ERROR OBTAINED AT DIFFERENT DIFFUSION COEFFICIENTS WITH 441InN   AND  (   ,   ) (0.35,0.50)low up   . 

  Gu&Liu 
[43] 

CS 
[37] 

NAA 
[44] 

CNAM 
[24] 

This work 

MQ  DRBEM Adp-DRBEM 

100 0.245 - 0.435 0.0175 0.448 0.45159 0.06691 
10 0.255 0.138 0.371 0.0071 0.901 0.31501 0.06845 

1 0.346 0.215 0.589 0.0088 1.525 0.74110 0.08612 

0.1 1.276 3.521 38.307 0.8271 8.769 11.0552 2.09499 
0.05 - - - 1.4389 14.20 64.3320 1.53109 

0.01 15.832 73.363 1970.006 6.9517 22.15 107.0244 19.0049 

0.001 195.345 - - 9.5576 42.45 1054.2218 132.9733 
5.00E-04 - - - 10.0669 54.59 2820.5574 210.3124 

1.00E-04 - - - - 67.25 7017.2258 326.4100 

5.00E-05 - - - - 82.15 10,227.4802 466.4531 

 

 

 

 
Fig. 2.  Node distribution after undergoing the adaptation algorithm with 1- and 2- level of refinement where (a-) starting with 68InN  , and (b-) starting with 

91.InN    
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      0T TL u u u u q      v D x  (46) 

Defined for      , 0,1 0,1 ,x y    and the coefficients 

0
,

0





 
  
 

D  3 ,4 ,x y  v  and 1   in which    is a 

given constant of diffusion coefficient (The smaller this 

number, the more convective-dominated the phenomenon 

becomes). The boundary conditions were set with 

( , ) 0u x y   on all four sides.  The exact solution for this 

problem is given by; 

   
   22 1 3 1

, sin 1 exp( ) 1 exp( )
x y

u x y x y
 

    
       

   
 (47) 

As   is now fixed, the only crucial factor is   as it 

determines how difficult the phenomena can numerically be 

simulated. For this reason, the proposed node-adaptation 

scheme was tested out at different values of  and some 

observations have been recorded. Table. III reports the root-

relative-square ( RRSL ) observed in this work together with 

those reported in the literature. By using  

441InN  and (   ,   ) (0.35,0.50)low up   , it was found that 

numerical solutions obtained from DRBEM in both cases; 

with and without the adaptation algorithm, remained in a 

reasonably good agreement with other works. This, 

however, was the case only for 1.00  before the difficulty 

began to take place when  goes beyond this point.  

     As reported in the Table, the error increases rapidly 

(from 64.332 (obtained at 0.05  ) to over 10,000 (at 

0.00005  ) when using DRBEM without supports from 

the adaptation scheme. This is more than 20 times higher 

than those errors produced when receiving supports from the 

proposed algorithm. A clear piece of evidence supporting 

this is the small value of RRSL =210 obtained even at 

0.00005  (see Adp-DRBEM). It should be mentioned that 

at this very small value of  , to our knowledge, no other 

numerical works have yet been reported. The closest one 

found in the literature is the case with 0.0005  , is that 

recently carried out by [24] using an automatic-node 

adaptation scheme with the global collocation meshfree 

method. It can also be observed that the optimal choice for 

multiquadric type ( MQ ), is increasing when   gets 

smaller;from 0.45MQ  (obtained at 100  ) to about 

82.15MQ   (at 0.00005  ).  

     At a highly convection-dominated situation, Table. IV 

provides information on both types of errors; RMSL  and L  

obtained from DRBEM and Adp-DRBEM using at 

(   ,   ) (0.25,0.45)low up   . It can be clearly seen that better 

solutions can be achieved if DRBEM is used in conjunction 

with the proposed node-adaptation algorithm. The table also 

reports that at different node densities used at the beginning 

of simulations, (InN), Adp-DRBEM generates different 

numbers of final nodes (FnN) at different values of  .   

More nodes were seen to be needed once the phenomenon 

 

 
 

Fig. 3.  Node distributions after undergoing the adaptation algorithm using 50MQ   and  (   ,   ) (0.25,0.45)low up   measured at .00 035 E  ; (a) the 

exact solution profile, (b) InN = 81, (c) InN=49, and (d) InN = 144.  
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became more convective-dominated, i.e. smaller  . 

Appropriate values of MQ  for these cases were observed to 

reside in the interval of (48.50,59.25) . Node distributions 

produced by the algorithm for some interesting cases are 

illustrated in Fig. 3 and Fig. 4, with the corresponding 

solution profiles. 

5.3 Transient Couple-Burgers’ equations 

Another challenging structure of PDEs is found in the 

classical non-linear equation system acknowledged as 

Burgers Equations, named after the great Physicist Johannes 

Martinus Burgers (1895-1981). The increase of the so-called 

‘Reynolds number, (Re)’, introduces one of the major 

difficulties due to inviscid boundary layers produced by the 

steepening effect of the nonlinear advection term. This is 

encountered also in the inviscid Navier-Stokes equation for 

convection-dominated flows. The equations retain the 

nonlinear of the governing equation in several applications; 

flow through a shock wave traveling in a viscous fluid, the 

phenomena of turbulence, sedimentation of two kinds of 

particles in fluid suspensions under the effect of gravity (see 

[45], [46]).  

 Amongst recent attempts to numerically solve the 

equations system, a well-known analytic solution obtained 

by using the Hopf-Cole transformation is nicely provided in 

1993 by Fletcher [47] and it is of the following forms.  

 
1

3 1 Re
( , , ) 1 exp( 4 4 )

4 4 32
u x y t x y t



 
      

 
 (48) 

 
1

3 1 Re
( , , ) 1 exp( 4 4 )

4 4 32
v x y t x y t



 
      

 
 (49) 

While the exact solution can produce results regardless of 

the impact of the Reynolds number, it remains a great 

challenge for numerical works to effectively approximate 

the solutions for high Reynolds numbers when the 

instability starts to kick in [22], [48]-[51]. For this reason, 

this work focuses on cases with Reynolds numbers greater 

than 500 only. 

TABLE V 

RMSL AND L  RECORDED AT MODERATE-TO-HIGH REYNOLDS NUMBERS; WITH  5,10MQ  , 144InN  AND (   ,   ) (0.15,0.30)low up   . 

Re=600 U-velocity V-velocity 

t t   
RMSL  L  RMSL  L  

DRBEM Adp-DRBEM DRBEM Adp-DRBEM DRBEM Adp-DRBEM DRBEM Adp-DRBEM 

0.01 0.0001 3.0441E-03 2.0782E-05 8.0690E-03 1.1221E-04 3.0408E-03 2.0787E-05 8.0250E-03 1.1241E-04 

0.5 0.001 5.1149E-03 6.0739E-04 1.0225E-02 4.3296E-03 5.1132E-03 6.0731E-04 1.0280E-02 4.3296E-03 

1.0 0.005 7.5910E-02 2.1241E-03 9.7101E-02 9.5390E-03 7.5917E-02 2.1234E-03 9.7127E-02 9.5136E-03 

1.0 0.01 9.8051E-02 6.1120E-03 1.2415E-01 2.3101E-02 9.2101E-02 6.2055E-03 1.2950E-01 2.3998E-02 

2.0 0.01 5.9005E-01 7.8810E-03 8.0552E-01 4.6612E-02 5.9225E-01 7.5081E-03 8.1125E-01 4.8805E-02 

Re=800 U-velocity V-velocity 

t t  
RMSL  L  RMSL  L  

DRBEM Adp-DRBEM DRBEM Adp-DRBEM DRBEM Adp-DRBEM DRBEM Adp-DRBEM 

0.01 0.0001 4.5088E-03 3.3721E-05 8.2055E-02 1.7289E-04 4.5014E-03 3.3729E-05 8.2860E-02 1.7309E-04 

0.5 0.001 6.2899E-03 8.5851E-04 9.2501E-02 6.1594E-03 6.2825E-03 8.5847E-04 9.5011E-02 6.1594E-03 

1.0 0.005 9.2251E-02 2.8172E-03 3.2201E-01 1.1219E-02 9.2208E-02 2.8175E-03 3.2099E-01 1.1216E-02 

1.0 0.01 5.1145E-01 8.2501E-03 9.5504E-01 3.0025E-02 5.4133E-01 8.0255E-03 9.6044E-01 3.1125E-02 

2.0 0.01 8.2778E-00 4.0556E-02 5.0889E+01 7.2211E-02 8.4415E-00 4.1002E-02 7.225E+01 6.2511E-02 

 

 

 
 

Fig. 4. Solution profiles at .00 041 E  ; (a) The exact profile, (b) Node distribution after  undergoing the node-adaptation process with  

(   ,   ) (0.25,0.45),low up   225InN  , 50MQ  , and (c) Numerical solution profile with its corresponding node-distribution with FnN = 443. 
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 The investigation started at Re=600 and 800 and the main 

attention was paid to accuracy, measured with RMSL , of the 

approximate solutions. Table. V. reports a comparison of 

errors produced by DRBEM with and without using the 

adaptation scheme. When starting with 144InN   and 

(   ,   )low up    (0.15,0.30) , the solutions have revealed that 

the overall performance can be noticeably improved when 

adopting the proposed node-adaptation algorithm in every 

case involved. It can also be seen from the table that the 

solutions in both directions of velocity lose their accuracy 

when the final target time increases. The optimal 

multiquadric shape parameter used in Table. V is found to 

vary within  5,10MQ  . It has to be mentioned that the 

increase in Reynolds numbers causes the overall 

performance to drop as the phenomenon becomes more 

unstable, as commonly encountered in the literature.  

At an even higher Reynolds number Re = 1000, Table. VI 

shows the effect of node distribution together with CPU-

consumption aspect, when adopting the algorithm 

with 0.0005, 0.1t t    and (   ,   ) (0.20,0.35)low up   .    

At this very high Reynolds number, as encountered in 

several other numerical works available in the literature, 

DRBEM is clearly seen to dramatically have lost its 

capability to produce good result quality, and the increase of 

computational nodes is seen to only slightly improve the 

approximate solutions.  With local supports obtained from 

internal nodes generated by the adaptation algorithm, on the 

other hand, the approximate solutions obtained by Adp-

DRBEM are clearly seen to remain promising. Even at the 

smallest number of initial nodes of 16InN  , the algorithm 

was found with only RMSL = 4.0640E-01 and generated only 

28 final nodes, whereas the fixed-conventional DRBEM was 

found to produce   RMSL  as high as 2.0015E+02. This aspect 

persists for every number of initial nodes.  

Another interesting finding revealed in Table. VI is that 

despite the increase of nodes involved in the calculating 

system, the optimal multiquadric shape parameter is seen 

not to be significantly affected, varying within 

 4.00,5.10MQ  . Approximate solution surfaces of both 

x- and y-velocity components at Re=1000 are illustrated in 

Fig. 5 and Fig. 6 respectively. The figures clearly show the 

improvement of the accuracy even when using only InN = 

TABLE VI 

RMSL  OBTAINED AT DIFFERENT NODES DENSITY AFTER APPLYING THE NODE-ADAPTATION ALGORITHM AT A VERY HIGH REYNOLDS NUMBER Re 1,000  

AT , 0.0005, 0.1t t    (   ,   ) (0.20,0.35)low up   . 

InN FnN  
Optimal 

MQ   CPU-time(s) 
U-component  V-component 

DRBEM Adp-DRBEM DRBEM Adp-DRBEM 

4 4   28 5.01 1.3271 2.0015E+02 4.0640E-01 3.2155E+02 3.0016E-01 

6 6  75 5.10 1.6239 1.6911E+02 3.1719E-01 2.5110E+02 2.1761E-01 

8 8  112 4.98 1.6825 1.0255E+02 2.7016E-01 2.1419E+02 2.0582E-01 

10 10  164 5.05 1.8786 8.2871E+01 8.2353E-02 7.3911E+01 9.0607E-02 

12 12  236 4.90 2.0504 6.0577E+01 7.9553E-02 6.6018E+01 8.8895E-02 

14 14  309 5.02 2.4482 2.5587E+01 7.7774E-02 1.6251E+01 7.0758E-02 

16 16  389 5.00 3.1274 5.2889E+00 6.1784E-02 7.5811E+00 5.3695E-02 

18 18  465 4.88 3.8970 5.0029E+00 3.9946E-02 4.1660E+00 4.3029E-02 

20 20  555 5.04 4.9399 3.3325E+00 1.2429E-02 4.0884E+00 1.8173E-02 

 

 

 
Fig. 5.  Numerical simulation of U-velocity component at Re = 1,000 with InN = 13 13 where (a) DRBEM, (b) Node distribution for Adp-DRBEM, (c) 

Improved solution profile, and (d) Exact surface. 
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13 13 , producing FnN=257 (under 

conditions , 0.005, 0.1t t    (   ,   ) (0.25,0.35)low up   ). 

Nevertheless, the instability became more serious when the 

Reynolds number exceeded 1000. It is seen that DRBEM 

loses its ability to regenerate solutions inside the domain. 

The use of node-adaptation in this work, on the other hand, 

 

 
Fig. 6.  Numerical simulation of V-velocity component at Re = 1,000 with InN = 13 13  where (a) DRBEM, (b) Node distribution for Adp-DRBEM, (c) 

Improved solution profile, and (d) Exact surface. 

 

 
Fig. 7.  Node distributions (left) with their corresponding solution profile (right) for V-velocity component numerically produced at Re = 1200 with InN = 

9 9 , (   ,   ) (0.25,0.40)low up   and 0.005t   measured at 0.1,1.0t  and 2.5 respectively. 
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has managed to reach a very satisfactory result quality level 

up to Re=1200 (see Fig. 7).  

 The nice and smooth surfaces obtained at times t=0.1, 1.0, 

and 2.5 as illustrated in Fig. 7, required a great amount of 

effort to carefully test each value of the factors involved; the 

number of initial nodes ( InN ), the shape parameter ( MQ ), 

the refinement thread hold (   ,   )low up  , and time step size 

( t ). It was found, for example, that at t=2.5 a smooth 

surface of approximate solution could be obtained when 

using 0.42MQ   while significant instabilities (not shown 

here) were found to take place when using 0.50MQ  . The 

number of initial/parent nodes of InN = 9x9 was found to 

provide the best results whereas things were observed to be 

undesirable at other numbers of node density sizes. Attempts 

to go beyond Re=1200 (up to 1500, in fact) were also made 

but unfortunately, simulations were not successful. 

However, at this extremely high Reynolds number, the 

problem is well known to be highly complicated and is still 

almost impossible to successfully simulate by numerical 

schemes [50], [52]. This, as a consequence, remains one of 

the future investigations of the authors. 

From all the test cases under the investigation in this 

work, some additional and crucial observations are 

summarized here. Firstly, on CPU time and storage, it has 

been revealed that using Adp-DRBEM requires 

approximately 25%-50% more CPU time and storage when 

compared with the traditional DRBEM. This is attributed to 

the need to construct at least 4 matrices (i.e. ,   ˆ,H G U and 

Q̂ in (10)) after undergoing the algorithm of adaptation. All 

simulations in this work underwent only up to 2-level of 

refinement meaning that the construction of those matrices 

happens three times throughout each simulation. However, 

when taking into consideration the much better result 

quality, it might then be worth investing. Secondly, the 

choice of good refinement thresholds (   ,   )low up   in this 

work is obtained in an ‘ad-hoc’ manner. It is not 

straightforward to completely be certain about what interval 

thresholds the simulation would remain in an optimal mode. 

Thirdly, the same pain faced with setting appropriate 

refinement thresholds occurs again when it comes to 

choosing a good (if not ‘optimal’) shape parameter for the 

multiquadric radial basis function used. Despite several 

attempts on choosing this kind of parameter proposed and 

presented in the literature [53]-[55], this work carried out a 

large number of numerical experiments before a good 

decision was made. This is also because shape parameters 

are known to highly be sensitive to the number of 

interpolation nodes involved. To remedy this shortcoming,  

parameters that are self-adaptable corresponding to the 

number of computational nodes may be good alternatives. 

All these open problems mentioned so far truly deserve 

further investigation. 

VI. CONCLUSION 

 In this paper, a node-adaptation scheme is proposed 

and applied in conjunction with the dual reciprocity 

boundary element method (DRBEM). The algorithm focuses 

on internal nodes where the boundary ones are intact. Nodes 

are automatically inserted into (or removed from) the 

computational domain during the computation procedure 

based on a proposed pre-defined refinement criterion. 

Classical mechanics problems containing challenges are 

used to perform the algorithm. The solution quality 

validation is carried out by comparing to the exact ones 

and/or those documented in the literature. The radial basis 

function used is the multiquadric type and the following is 

the list of the main findings obtained from this investigation.  

1. Based on all error measurement norms used, the 

performance of the conventional DRBEM is seen to 

significantly improve when used with the proposed 

node-adaptation algorithm (Adp-DRBEM). This figure 

is found in all test cases.  

2. The best performance of Adp-DRBEM is found in the 

case of a convection-diffusion problem (The results 

quality was observed to increase approximately 20 

times when compared with the conventional DRBEM.)   

3. The method of finding an optimal value of the MQ-

shape parameter remains unclear due to many factors 

involved so that all simulations in this work obtained 

the optimal choice via. an ‘empirical’ means.  

4. The necessity to generate matrices all over again after 

undergoing the adaptation algorithm leads to an 

increase in CPU time and storage.  

With all these positive and negative aspects of the 

proposed adaptative algorithm, our further investigation is 

set out toward its improvement. This is with the hope that it 

can enhance DRBEM to be more capable of dealing with 

more complex problems in the future.   
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