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Abstract—The pancake graph has been the subject of re-
search. While studies on the various aspects of the graph
are abundant, results on the chromatic properties may be
further enhanced. Revolving around such context, the paper
advances an alternative method to produce novel linear bounds
for the vertex chromatic number of the pancake graph. The
accompanying demonstration takes advantage of symmetries
inherent to the graph, capturing the prefix reversal of sub-
sequences through a homomorphism. Contained within the
argument is the incorporation of known vertex chromatic
numbers for certain orders of pancake graphs, rendering tighter
bounds possible upon the release of new findings. In closing, a
comparison with existing bounds is done to establish the relative
advantage of the proposed technique.

Index Terms—chromatic number, linear bound, pancake
graph, vertex coloring.

I. INTRODUCTION

THE pancake graph of order n is defined as the Cayley
graph on the symmetric group of order n generated

by prefix reversals. Initially proposed as an interconnection
network architecture [1], several graph-theoretic properties
and combinatorial problems involving the pancake graph
have been studied. These include the embedding [2], cy-
cle structure [3], planarity [4], and diameter [5]. Further,
the pancake graph has been a subject of graph-theoretical
and group-theoretical interest for its connectivity properties
and automorphism groups [6]; notwithstanding, progress on
chromatic properties is limited.

Concisely, the paper proposes a new approach to generate
bounds for the vertex chromatic number of the pancake graph
based on graph homomorphisms. By the procedure, a tight
linear bound that proffers a general improvement over known
bounds is acquired.

The subsequent sections are organized as follows. The
second and third sections inspect preliminary concepts on
vertex coloring and the pancake graph. The fourth examines
existing bounds for the chromatic number of the pancake
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graph based on its maximum degree and triangle-free prop-
erty. In the fifth chapter, one discusses the proposed recursive
bound and its advantages. To close, a recapitulation and some
recommendations are contained in the sixth chapter.

Basic notation used throughout the paper is below.
V (G) The vertex set of graph G.
E (G) The edge set of graph G.
∆ (G) The maximum degree of a vertex in graph G.
δ (G) The minimum degree of a vertex in graph G.
ω (G) The clique number of graph G.
α (G) The independence number of graph G.
χ (G) The vertex chromatic number of graph G.
u ∼ v Vertex u is adjacent to vertex v.
Kn The complete graph of n vertices.
Cn The cycle graph of n vertices.
Sn The symmetric group of order n.
Cay (Γ, S) The Cayley graph generated by the group Γ

and generating set S.
Pn The pancake graph of order n.

II. VERTEX COLORING

The study puts focus on vertex coloring, a domain under
graph coloring. Although various types of coloring such as
edge coloring, total coloring, and unlabeled coloring exist,
one refers to vertex coloring when either coloring or graph
coloring is mentioned [7]. A proper vertex k-coloring is
briefly defined [8].

Definition 1 (Proper Vertex k-Coloring). A proper vertex
k-coloring of a graph G is a function c : V (G) →
{1, 2, · · · , k} such that c (u) 6= c (v) if u ∼ v in G.

A graph G is k-colorable if there exists a proper vertex
k-coloring of G. The minimum positive integer k for which
G is k-colorable is called the vertex chromatic number of G
and is denoted by χ (G). In the research, one refers to χ(G)
as simply the chromatic number of G.

An alternative definition of the chromatic number in-
volving graph homomorphisms is also used in succeeding
sections; thus, the definition for a graph homomorphism and
a related lemma are provided [9].

Definition 2 (Graph Homomorphism). Let G and H be two
graphs. A graph homomorphism from G to H is a function
φ from V (G) to V (H) such that if u ∼ v in G then φ (u) ∼
φ (v) in H .

It is said that G is homomorphic to H if there exists a
graph homomorphism from G to H . A graph homomorphism
φ from a graph G to a graph H is often denoted by φ :
G→ H . That the composition of two graph homomorphisms
is also a graph homomorphism is then formally stated. As
convention, g ◦ f is understood to mean the composition of
two homomorphisms f and g [9].
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Lemma 1. Let G, H , and K be graphs. If f : G→ H and
g : H → K are graph homomorphisms then the composition
g ◦ f : G→ K is also a graph homomorphism.

Graph homomorphisms may be viewed as a generalization
of the concept of vertex coloring. The problem of finding a
proper k-coloring of a graph G is equivalent to the problem
of finding a graph homomorphism from G to a complete
graph [9].

Lemma 2. The chromatic number of a graph G is the least
integer r such that there exists a homomorphism from G to
Kr, the complete graph on r vertices.

By relating graph homomorphisms to vertex coloring, it is
reasonable to expect that bounds on the chromatic number
of a graph may be obtained using graph homomorphisms.
The following theorem shows the said fact.

Theorem 1. Let G and H be two graphs. If G is homomor-
phic to H then χ(G) ≤ χ(H).

Theorem 1 provides a method to bound the chromatic
number of a graph. Given a graph G, if a graph H whose
chromatic number is known for which there exists a graph
homomorphism φ : G → H is found then the chromatic
number of G may be bounded. Homomorphisms involving
the pancake graphs are constructed in such a manner to
produce bounds for the chromatic number.

III. PANCAKE GRAPH

The pancake graph is a type of undirected Cayley graph,
which is a graph constructed from a group and a subset
of its elements closed under taking inverses. Requisite to
the definition of the graph, therefore, are the definitions of
a symmetric subset and a Cayley graph, with the former
serving as foundation for the construction of the latter [10].

Definition 3 (Symmetric Subset). Let Γ be a group. A subset
S ⊆ Γ is said to be symmetric if for every x ∈ S, x−1 ∈ S.

Definition 4 (Cayley Graph). Let Γ be a group and S be a
symmetric subset of Γ. The Cayley graph of Γ on S, denoted
by Cay (Γ, S), is the simple undirected graph such that:

1) The vertices of Cay (Γ, S) are the elements of Γ; and
2) For any a, b ∈ Γ, a and b are adjacent in Cay (Γ, S) if

xa = b for some x ∈ S.

The set S is called the generating set for Cay (Γ, S) and
its elements are called the generators of Cay (Γ, S). Another
necessary concept for the definition of the pancake graph is
the prefix reversal, defined below [11].

Definition 5 (Prefix Reversal). The prefix reversal of order
k in Sn, with 2 ≤ k ≤ n, is a permutation ri which
inverts the order of the first i elements of a permutation
when multiplied on the left. That is, if π = [π1π2 · · ·πn]
then ri [π1π2 · · ·πn] = [πiπi−1 · · ·π1πi+1 · · ·πn].

An explicit formula for ri may be computed. It follows
that the prefix reversal of order i in the symmetric group Sn,
with 2 ≤ i ≤ n, is the permutation obtained by reversing the
first i elements of the identity permutation

ri = [i, i− 1, · · · , 2, 1, i+ 1, i+ 2, · · · , n− 1, n] .

TABLE I: Prefix reversals in Sn for 1 ≤ n ≤ 5.

n Prefix Reversals
1 None
2 [21]

3 [213] , [321]

4 [2134] , [3214] , [4321]

5 [21345] , [32145] , [43215] , [54321]

Table I contains the prefix reversals in Sn for small n.
A Cayley graph of a symmetric group on a set of prefix

reversals is then known to be a pancake graph [11]. A formal
definition is infra.

Definition 6 (Pancake Graph). The pancake graph Pn of
order n for n ≥ 1 is the Cayley graph Cay (Sn,PRn), where
PRn is the set of all prefix reversals in Sn.

The pancake graph is typically defined for order 2 or
higher [5], [11]. In the paper, nonetheless, the definition
is extended to include the pancake graph of order 1 for
proof simplification. As illustration, refer to Figures 1 to 4
for pancake graphs P1, P2, P3, and P4. In the figures, the
vertices are permutations written in one-line notation. It is
seen that P1 is the edgeless graph with one vertex, P2 is the
graph K2, and P3 is the graph C6.

Basic properties pertaining to the degree and cycle struc-
ture of the pancake graph follows. The degree of the pancake
graph, foremost, may be easily inferred as it is a Cayley
graph – a graph whose edges are solely determined by a
generating set. Additionally, the number of vertices and edges
in a pancake graph of given order is established through the
handshaking lemma.

Proposition 1. For n ≥ 1, the pancake graph Pn is a simple
(n− 1)-regular graph.

Corollary 1. The pancake graph Pn has number of vertices
|V (Pn)| = n! and edges |E (Pn)| = (n−1)·n!

2 for n ≥ 1.

Results on the cycle structure of the pancake graph is then
laid out towards presenting the triangle-free property of the
graph [3].

Theorem 2. For n ≥ 3, there exists a cycle of length k in
Pn for any k, where 6 ≤ k ≤ n!. There are no cycles of
other lengths in Pn.

The proof of Theorem 2 involves showing that the pancake
graph exhibits a recursive structure. Any vertex of Pn is a
permutation on n symbols 1, 2, ..., n which can be formed by
taking a permutation of n−1 of these symbols and adding the
remaining symbol at the end. The vertices in Pn may then
be grouped based on the last element in the permutation.
Figures 5 and 6 show sample arrangements.

Each of the subgraphs induced by the groups of vertices
have vertices determined by permutations on n− 1 symbols
and edges determined by the prefix reversals rk for 2 ≤ k ≤
n−1. Every subgraph is hence a pancake graph of order n−1;
for n ≥ 2, Pn contains n copies of Pn−1. The pancake graph
may be recursively constructed in such a manner.

Since P3 is the cycle graph C6, all cycles in Pn are at least
of length 6. Through using induction and taking advantage of
the recursive structure of the pancake graph, cycles of length
k may even be constructed for 6 ≤ k ≤ n! [3].
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Fig. 1: P1 = Cay (S1,∅).

Fig. 2: P2 = Cay (S2, {[21]}).

Fig. 3: P3 = Cay (S3, {[213] , [321]}).

Fig. 4: P4 = Cay (S4, {[2134] , [3214] , [4321]}).

Fig. 5: Vertices of P3 grouped according to the last element
in the permutation associated with each vertex.

Fig. 6: Vertices of P4 grouped according to the last element
in the permutation associated with each vertex.

That a pancake graph is triangle free is an important
consequence of Theorem 2. As the name suggests, a graph
is said to be triangle-free if it does not contain any triangles,
which are defined as subgraphs that are isomorphic to C3.
Note that the clique number of Pn, the size of the largest
complete subgraph in the graph, is easily determined by
Theorem 2 as well.

Corollary 2. For n ≥ 1, Pn is triangle-free.

Corollary 3. The clique number of Pn is

ω (Pn) =

{
1 if n = 1

2 if n > 1
.

Regarding the exact chromatic number of the pancake
graph, a basic result is that χ(Pn) is nondecreasing with
respect to n. This is due to the pancake graph of order n−1
being contained in a pancake graph of order n for all n ≥ 2.
With the observation in mind, Table II compiles the following
results on χ(Pn).

• Since P1 = K1, P2 = K2, and P3 = C6, the first three
chromatic numbers are trivial – χ(P1) = 1, χ(P2) = 2,
and χ(P3) = 2.

• Since P4 contains an odd cycle of length 7, Theorem 2
states that it is not 2-colorable. A 3-coloring of P4 is
presented in Figure 7.
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TABLE II: Known values of χ(Pn).

n χ(Pn)

1 1

2 2

3 2

4 3

5 3

6 4

7 4

8 4

9 4

Fig. 7: A 3-coloring of P4.

• Presented in [11] is a proper 3-coloring of P5. This
proves that χ(P5) = 3.

• A proper 4-coloring of P6 is generated [11]. The
coloring is computationally determined to be optimal,
proving that χ(P6) = 4.

• A theorem in [11] implies that χ(P7) = 4.
• With a computational approach, it is found that χ(P8) =

4 and χ(P9) = 4 [12].

IV. EXISTING BOUNDS

In the section, existing bounds on the chromatic number
of the pancake graph are presented.

A. Bounds by Maximum Degree

One begins with a famous result known as Brooks’ theo-
rem [13], [14]. The theorem bounds the chromatic number
of a graph based on the maximum degree of its vertices.

Theorem 3. For every graph G, χ(G) ≤ ∆(G) + 1.
Moreover, χ(G) = ∆(G) + 1 if and only if ∆(G) 6= 2
and G has the complete graph K∆(G)+1 as a connected
component or ∆(G) = 2 and G has an odd cycle as a
connected component.

Since the pancake graph Pn is (n− 1)-regular, χ(Pn) ≤
n − 1 for all n ≥ 3 by Brooks’ theorem. Extensions to
Brooks’ theorem that give bounds based on the maximum
degree and clique number of a graph are published both in
[15] and [16]. The results below are achieved independently
by the two.

Theorem 4. Suppose G is a connected graph with maximum
degree ∆(G) and clique number ω(G). The following hold.

1) If G is not an odd cycle then

χ(G) ≤ ∆(G)−
⌊

∆(G)−max(3, ω(G))

1 + max(3, ω(G))

⌋
.

2) If ∆(G) ≥ 7 and ω(G) ≤
⌊

∆(G)−1
2

⌋
then

χ(G) ≤ ∆(G)− 1.

3) If ω(G) ≤ 3, then

χ(G) ≤
⌈

3

4
(∆(G) + 1)

⌉
.

In the case of the pancake graphs, ∆(Pn) = n − 1 and
ω(Pn) = 2 for n ≥ 2. The tightest general bound that can be
obtained directly from Theorem 4 is χ(Pn) ≤ 3n

4 , obtained
from the third item.

B. Bounds for Triangle-Free Graphs

The bound shown in the third item of Theorem 4 holds
for graphs G with ω(G) ≤ 3. A related condition is when
ω(G) ≤ 2, which is equivalent to G being triangle-free. A
stronger linear bound on χ(G) for triangle-free graphs G,
called Kostochka’s bound, is provided [14]. As a remark, this
is the tightest among all known closed-form linear bounds
for triangle-free graphs in general [14].

Theorem 5. For every triangle-free graph G,

χ(G) ≤ 2

3
∆(G) + 2.

There is evidence that this bound may be further improved.
A probabilistic approach shows an asymptotic bound for the
chromatic number of triangle-free graphs [17].

Theorem 6. For every triangle-free graph G,

χ(G) ≤ O
(

∆(G)

ln(∆(G))

)
.

As ∆(G) increases, however, the chromatic number of
triangle-free graphs is bounded by a sublinear expression.
This means that no bound on χ(Pn) that is linear in terms
of ∆(G) is optimal. Furthermore, since Pn = n − 1 for all
n ≥ 1, it follows that any bound on χ(Pn) which is linear
in terms of n is not tight.

C. Bounds by Graph Order

Most basic bounds that may be imposed on χ(Pn) are
linear in terms of the pancake graph order n. This is not to
be confused with the conventional definition of order as the
number of vertices. A recent development is below, referred
to as Konstantinova’s bound [11].

Theorem 7. The following are true.
• If 5 ≤ n ≤ 8 then

χ(Pn) ≤



n− 2 if n ≡ 0 (mod 4)

n− 1 if n ≡ 1 (mod 4)

n− 2 if n ≡ 2 (mod 4)

n− 3 if n ≡ 3 (mod 4)

.
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• If 9 ≤ n ≤ 16 then

χ(Pn) ≤



n− 4 if n ≡ 0 (mod 4)

n− 3 if n ≡ 1 (mod 4)

n− 4 if n ≡ 2 (mod 4)

n− 5 if n ≡ 3 (mod 4)

.

• If n ≥ 17 then

χ(Pn) ≤



n− 8 if n ≡ 0 (mod 4)

n− 5 if n ≡ 1 (mod 4)

n− 6 if n ≡ 2 (mod 4)

n− 7 if n ≡ 3 (mod 4)

.

Taking into account that chromatic numbers must be
integers, it may be shown that Konstantinova’s bound is
tighter than Kostochka’s bound for n ≤ 28. Another with
the same author is alluded to as Droogendijk’s bound [12].
The result is stated as follows.

Theorem 8. For n ≥ 9,

χ(Pn) ≤ 4
⌊n

9

⌋
+ χ (Pn mod 9) .

A pertinent open problem which would be part of the
ensuing discussion is then briefly reviewed. This is known
as Reed’s conjecture [18].

Conjecture 1. For all graphs G,

χ(G) ≤
⌈

∆(G) + ω(G) + 1

2

⌉
.

Reed’s conjecture has been proven for various classes of
graphs but not for triangle-free graphs. In the case of the
pancake graph, Reed’s conjecture would imply

χ(Pn) ≤
⌈n

2
+ 1
⌉

since ∆(Pn) = n− 1 and ω(Pn) ≤ 2 for n ≥ 1.

V. DISCUSSION

A new procedure to generate upper bounds for χ(Pn)
which are linear in terms of n is presented. The method
is then used to prove the main contribution of the paper, that
χ(Pn) ≤ 4n

9 + 4
3 for all n ≥ 1.

A. Partitioning the Graph

First, a generalized version of an unpublished insight is
stated and proven [19]. The result bounds χ(Pn) by first
partitioning the vertices of Pn into subgraphs which are
homomorphic to smaller pancake graphs. The homomor-
phisms are then applied to generate inequalities involving
the chromatic number of multiple pancake graphs.

Lemma 3. Let S be a nonempty subset of {1, 2, ..., n}.
Let PSn be the subgraph of Pn induced by the vertices
representing permutations σ such that σ(1) ∈ S. Then PSn
is homomorphic to P|S|, the pancake graph of order |S|.

Proof: Let S = {s1, s2, ..., sm} be a nonempty subset
of {1, 2, ..., n} and let m = |S|. Since the vertices of Pm
are permutations of the elements {1, 2, ...,m}, the vertices
of Pm may be relabeled by replacing the element i with si

for all i, 1 ≤ i ≤ m. Let P ′m denote the relabeled graph. It
is enough to show that PSn is graph homomorphic to P ′m.

Let φS : V (PSn ) → V (P ′m) be a function which takes a
permutation in V (PSn ) in one-line notation and outputs a new
permutation in one-line notation by removing every symbol
not in S from the input string while preserving the order of
the remaining elements. Here are some examples.

• Taking S = {1, 2, 5}, φS(15324) = 152.
• Taking S = {2, 4}, φS(41532) = 42.

One shows that φS is a graph homomorphism from PSn
onto P ′m. By the definition of φS , the output of φS expresses
a permutation of the elements of S in one-line notation,
hence φS(v) ∈ V (P ′m) for all v ∈ V (PSn ). To show that φS
is onto, let v ∈ V (P ′|S|). This means that v is a permutation
of the elements of S. Without loss of generality, suppose
v = [s1s2 · · · sm]. Let t1, t2, ..., tn−m be the integers from
1 to n which are not in S, in any order. The permutation
u = [s1s2 · · · smt1t2 · · · tn−m] satisfies φS(u) = v by
definition of φS . Accordingly, φS is onto.

Justifying that φS is a graph homomorphism, suppose u
and v are adjacent vertices in PSn . By the definition of PSn ,
it follows that u(1) and v(1) are both in S. Since u and v
are adjacent in PSn , a subgraph of Pn, there exists a prefix
reversal ri ∈ PRn such that riu = v. The first and last
permutation elements of the reversed prefix must be elements
of S as u(i) = (riu)(1) = v(1) ∈ S. By considering only
the elements of u and v which are in S, it follows that φS(v)
may be obtained from φS(u) by applying a prefix reversal in
the generating set of P ′m. This is illustrated with examples.

• Taking S = {1, 2, 5}, the edge 15324 → 23514
corresponds to the edge 152 → 251 in P ′m, which is
also generated by a prefix reversal.

• Taking S = {1, 2, 5}, the edge 15324 → 51324
corresponds to the edge 152 → 512 in P ′m, which is
also generated by a prefix reversal.

On the above account, φS(u) is adjacent to φS(v), thereby
making φS a graph homomorphism. The subgraph PSn is then
homomorphic to P ′m, which in turn is isomorphic to Pm, the
pancake graph of order m = |S|.

The lemma allows for a coloring of the subgraphs of
a pancake graph based on a homomorphism to a smaller
pancake graph. As illustrated in Theorem 1, given two graphs
G and H and a graph homomorphism φ from G to H , a
proper k-coloring of G may be generated from a proper k-
coloring of H .

Example 1. Take P4 and consider the set S = {1, 3, 4}. The
homomorphism from PS4 to a relabeling of P3 constructed
by Lemma 3 is shown in Figures 8 and 9. Vertices in P4 are
mapped to the vertex of the same color in P3. Vertices of P4

not in the domain of the homomorphism are colored white.

By partitioning the vertex set of Pn into multiple sub-
graphs then applying Lemma 3, the following general bound
on the chromatic number is obtained.

Theorem 9. Let (r1, r2, · · · , rm) be a partition of n. That is,
suppose r1, r2, · · · , rm are positive integers such that r1 +
r2 + · · · + rm = n. As a consequence, χ(Pn) ≤ χ(Pr1) +
χ(Pr2) + · · ·+ χ(Prm).
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Fig. 8: The subgraph PS4 of P4 colored.

Fig. 9: The relabeled P3 with corresponding color-coding.

Proof: One denotes by [i, j] the set of integers
{x ∈ Z | i ≤ x ≤ j}. Following the convention in the proof
of Lemma 3, the subgraph of Pn induced by the vertices
representing the permutations σ where i ≤ σ(1) ≤ j

may thus be denoted by P
[i,j]
n . That being so, P [i,j]

n is the
subgraph of Pn induced by the vertices corresponding to
permutations whose first element when expressed in one-line
notation is an integer from i to j.

Let (r1, r2, · · · , rm) be a partition of n. Consider the
vertex-disjoint subgraphs G1, G2, . . . , Gm of Pn given by
G1 = P

[1,r1]
n and Gk = P

[1+
∑k−1

i=1 ri,
∑k

i=1 ri]
n , with 2 ≤ k ≤

m. As an example, the following 3 subgraphs of P12 may
be identified given the partition (3, 4, 5) of 12.
• The subgraph induced by vertices whose permutations

have 1, 2, or 3 in the first position is G1 = P
[1,3]
12 .

• The subgraph induced by vertices whose permutations
have 4, 5, 6, or 7 in the first position is G2 = P

[4,7]
12 .

• The subgraph induced by vertices whose permutations
have 8, 9, 10, 11, or 12 in the first position is G3 =

P
[8,12]
12 .

It is clear that G1, G2, . . . , Gm are vertex-disjoint subgraphs
of Pn which span the entire vertex set of Pn. One may form
a proper coloring of Pn using χ(G1)+χ(G2)+ · · ·+χ(Gm)
colors by coloring each graph Gk with a proper χ(Gk)-
coloring using a different set of colors for each subgraph
Gk, hence

χ(Pn) ≤ χ(G1) + χ(G2) + · · ·+ χ(Gm).

By Lemma 3, there is a graph homomorphism from Gk to
Prk for all k; therefore, χ(Gi) ≤ χ(Prk) for all k. Finally,

χ(Pn) ≤ χ(Pr1) + χ(Pr2) + · · ·+ χ(Prm).

Theorem 9 gives a general method to bound the chromatic
number of a given pancake graph using the chromatic num-
bers of pancake graphs of smaller order. Before proceeding,
several corollaries which capture useful properties of χ(Pn)
are presented.

Corollary 4. For any integer n ≥ 2, χ(Pn−1) ≤ χ(Pn) ≤
χ(Pn−1) + 1.

Proof: Suppose n ≥ 2. Since Pn contains Pn−1 as
a subgraph, χ(Pn−1) ≤ χ(Pn). By Theorem 9, χ(Pn) ≤
χ(Pn−1) + χ(P1). As P1 has no edges, χ(P1) = 1 and the
result follows.

It is also convenient to state the following special case of
Theorem 9, obtained by considering a partition (r1, r2) of n.

Corollary 5. For any positive integers n and m, χ(Pn+m) ≤
χ(Pn) + χ(Pm).

Corollary 5 equivalently states that χ(Pn) is a subadditive
function of n.

One seeks to obtain the tightest bound attainable by the
graph homomorphism approach illustrated in Theorem 9.
The following theorem shows that in order to minimize the
resulting on χ(Pn), it suffices to consider partitions where
the vertices are partitioned into two sets.

Theorem 10. Let P be the set of all partitions P =
(r1, r2, · · · , rm) of n. Then

min
P∈P

m∑
i=1

χ(Pri) = min
1≤k≤n−1

χ(Pk) + χ(Pn−k).

Proof: Since all partitions of the form (k, n−k), where
1 ≤ k ≤ n, are contained in P ,

min
P∈P

m∑
i=1

χ(Pri) ≤ min
1≤k≤n−1

χ(Pk) + χ(Pn−k).

To prove the reverse inequality, since

χ(Pn−r1) = χ(P∑m
k=2 rk

) ≤ χ(Pr2) + · · ·+ χ(Prm)

for any partition P = (r1, r2, ..., rm),

min
P∈P

m∑
i=1

χ(Pri) ≥ min
1≤r1≤n−1

χ(Pr1) + χ(Pn−r1).

In the original insight, only the case of 2-partitions are
considered [19]. Theorem 10 is formally proven, which
implies that in order to find the tightest bounds for χ(Pn)
attainable using the graph homomorphism approach in Theo-
rem 9, it suffices to consider two-set partitions of the vertex
set. The subadditive property given in Corollary 5 is thus
used almost exclusively in the next parts.
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B. Generalized Linear Bound

Over the course of the subsection, work that builds on
the subadditivity insight is developed towards the principal
result. Using the subadditivity of χ(Pn), the following re-
cursive bound on χ(Pn) which relies on known exact values
may be formulated.

Theorem 11. Let m be a positive integer. The function
fm(n) for positive integers n is defined as follows:

fm(n) =

{
χ(Pn) if 1 ≤ n ≤ m

fm(n−m) + χ(Pm) if n > m
.

Then χ(Pn) ≤ fm(n).

Proof: Proof by strong induction is used.
Base cases. By the definition of fm, χ(Pn) ≤ fm(n) for all

n with 1 ≤ n ≤ m.
Inductive step. Let r ≥ m. Suppose χ(Pn) ≤ fm(n) for

all n with n ≤ r. Since m < r + 1,

fm(r + 1) = fm(r + 1−m) + χ(Pm)

by definition of fm. As r + 1−m ≤ r,

χ(Pr+1−m) ≤ fm(r + 1−m)

by inductive assumption. Since r+1−m > 0, Corollary
5 may be applied to obtain

χ(Pr+1) ≤ χ(Pr+1−m) + χ(Pm).

Referring to the inductive assumption,

χ(Pr+1−m) + χ(Pm) ≤ fm(r + 1−m) + χ(Pm).

With fm(r+1−m)+χ(Pm) = fm(r+1), χ(Pr+1) ≤
fm(r + 1) is proven.

As result, χ(Pn) ≤ fm(n) for all n ≥ 1.
Theorem 11 provides a recursively-defined upper bound

on χ(Pn). One now shows that the obtained upper bound is
always linear in terms of n.

Theorem 12. Let m be a positive integer. Then, there exists
a nonnegative real constant c such that for every positive
integer n,

χ(Pn) ≤ χ(Pm)

m
n+ c.

Proof: Let m be a positive integer. Define the linear
nonhomogenous recurrence fm as

fm(n) =

{
χ(Pn) if 1 ≤ n ≤ m

fm(n−m) + χ(Pm) if n > m
.

From Theorem 11, χ(Pn) ≤ fm(n) for all positive integers
n. To solve the recurrence, it is first converted to an equiv-
alent linear homogenous recurrence. Take the two equations

fm(n) = fm(n−m) + χ(Pm)

and

fm(n− 1) = fm(n−m− 1) + χ(Pm)

for n > m + 1. Subtracting the latter equation from the
former yields

fm(n)− fm(n− 1) = fm(n−m)− fm(n−m− 1),

and so

fm(n) = fm(n− 1) + fm(n−m)− fm(n−m− 1).

Using the equation and the base case χ(P1) = 1, fm may
be rewritten as the homogeneous linear recurrence shown in
Table III.

The characteristic polynomial of the recurrence is zm+1 =
zm+z−1. Rearranging and factoring yields (z−1)(zm−1) =
0. This means that the roots of the characteristic polynomial
are the mth roots of unity. The root z = 1 has multiplicity
2 while all other roots have multiplicity 1. The closed form
of the recurrence then has the form

fm(n) = cmn(1)n +
m−1∑
k=0

ck(e2kπi/m)n

= cmn+
m−1∑
k=0

cke
2nkπi/m (1)

for some constants c0, c1, ..., cm ∈ C.
The value of cm may be explicitly solved for by substitut-

ing the base cases fm(1) = 1 and fm(m+ 1) = χ(Pm) + 1
into Equation 1. From fm(1) = 1,

cm +
m−1∑
k=0

cke
2kπi/m = 1. (2)

From fm(m+ 1) = χ(Pm) + 1, one obtains

cm(m+ 1) +
m−1∑
k=0

cke
2(m+1)kπi/m = χ(Pm) + 1

cm(m+ 1) +
m−1∑
k=0

cke
2kπie2kπi/m = χ(Pm) + 1

cm(m+ 1) +

m−1∑
k=0

cke
2kπi/m = χ(Pm) + 1. (3)

Subtracting Equation 3 from Equation 2,

cm(m+ 1)− cm = χ(Pm) + 1− 1

cmm = χ(Pm)

cm =
χ(Pm)

m
. (4)

Substituting Equation 4 into Equation 1, the closed form of
fm(n) may be expressed as

fm(n) =
χ(Pm)

m
n+

m−1∑
k=0

cke
2nkπi/m

for some constants c0, c1, ..., cm−1 ∈ C.
From the recursive definition of fm, fm(n) is a real

number if n is a positive integer; hence, if n is a positive
integer,

fm(n) = Re(fm(n)) ≤ |fm(n)| ,

One hires the triangle inequality as seen in Table IV. Since
c0, c1, ..., cm−1 are complex constants, by taking c ∈ R
where c =

∑m−1
k=0 |ck|,

fm(n) ≤ χ(Pm)

m
n+ c.
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There exists, therefore, a constant c such that for every
positive integer n,

χ(Pn) ≤ χ(Pm)

m
n+ c.

The existence of a nonnegative constant c such that
χ(Pn) ≤ χ(Pm)

m n + c for all integers n is shown. To find
an appropriate constant c for a given m, it is enough to find
a c such that χ(Pn) ≤ χ(Pm)

m n+ c for all integers n where
1 ≤ n ≤ m. This is proven this in the theorem below.

Theorem 13. Let m be a positive integer and c be a
nonnegative real number. Suppose χ(Pn) ≤ χ(Pm)

m n+ c for
all integers n where 1 ≤ n ≤ m. Then the inequality also
holds for all integers n where n > m.

Proof: That the inequality holds for all n ≥ 1 is proven
by strong induction. Let fm be the recursive function

fm(n) =

{
χ(Pn) if 1 ≤ n ≤ m

fm(n−m) + χ(Pm) if n > m
.

From Theorem 11, χ(Pn) ≤ fm(n) for all n ≥ 1.
Base cases. Since fm(n) = χ(Pn) by definition and

χ(Pn) ≤ χ(Pm)
m n + c by assumption, the claim is true

for the base cases 1 ≤ n ≤ m.
Inductive step. Let r ≥ m. Suppose fm(n) ≤ χ(Pm)

m n + c
for all n ≤ r. Since r+1 > m, by the definition of fm,

fm(r + 1) = fm(r + 1−m) + χ(Pm).

Since 1 ≤ r + 1 −m ≤ r, one may write as indicated
in Table V by inductive assumption; ergo, fm(r+ 1) ≤
χ(Pm)
m (r + 1) + c.

By strong induction, it follows that χ(Pn) ≤ χ(Pm)
m n+ c for

all n ≥ 1.
Using Theorems 12 and 13, a general method for generat-

ing a linear bound for χ(Pn) may be established if for some
integer m, the exact values of χ(Pn) for the first m pancake
graphs are known. A summary of the new technique follows.

1) Suppose the exact values of the chromatic numbers
χ(P1), χ(P2), ..., χ(Pm) are known. By Theorem 12,
there exists a nonnegative constant c such that for every
positive integer n,

χ(Pn) ≤ χ(Pm)

m
n+ c.

2) To find an appropriate value for c, Theorem 13 states
it is sufficient to find a c such that the above inequality
holds for all n, with 1 ≤ n ≤ m.

As organized in Table II, the chromatic number of the
pancake graph up to order 9 are found in literature. Since the
chromatic numbers of the first 9 pancake graphs are known,
one may choose m = 9. Such an assignment proves the
primary contribution of the paper, which is stated further on.

Theorem 14. For every positive integer n,

χ(Pn) ≤ 4n

9
+

4

3
.

Proof: By Theorem 12, there exists a nonnegative
constant c such that for every positive integer n,

χ(Pn) ≤ χ(P9)

9
n+ c =

4n

9
+ c.

Given the known values of χ(Pn), it is easily verified that
this inequality is satisfied for 1 ≤ n ≤ 9 when c = 4

3 . It is
then confirmed that by Theorem 13, χ(Pn) ≤ 4n

9 + 4
3 for

every positive integer n.

As mentioned, tighter bounds may be achieved with the
discovery of the vertex chromatic numbers of pancake graphs
with order greater than 9. An immediate example is the
conjecture below that is true if χ(P10) = 4.

Conjecture 2. For every positive integer n,

χ(Pn) ≤ 2n

5
+

8

5
.

Based on the findings in [11] and Corollary 4, one may
produce additional linear bounds of the form

χ(Pn) ≤ χ(Pm)

m
n+ c.

To summarize, two key results are utilized:
• That for a pancake graph Pm with 10 ≤ m ≤ 16, 4 ≤
χ(Pm) ≤ 6; and

• That the chromatic numbers of a pancake graph Pn and
a pancake graph Pn−1 would differ by at most 1.

Seen in Table VI are the computed values for c given
(m,χ(Pm)) pairs with 10 ≤ m ≤ 16 and 4 ≤ χ(Pm) ≤ 6.
One then proceeds to the best-case and worst-case analyses.

Clearly, the best scenario would be if χ(Pm) = 4 for
10 ≤ m ≤ 16. This means that χ(P16) = 4 in this case,
yielding the following conjecture.

Conjecture 3. For every positive integer n,

χ(Pn) ≤ n

4
+

5

2
.

Since the chromatic numbers increase by at most 1, the
worst case would be if χ(P10) = 5 and χ(Pm) = 6 for
11 ≤ m ≤ 16. In this case, the following conjecture is made
given χ(P16) = 6.

Conjecture 4. For every positive integer n,

χ(Pn) ≤ 3n

8
+

7

4
.

C. Comparison and Remarks

Theorem 14 is the tightest linear bound attainable by
the proposed graph homomorphism method as there is no
c < 1 which satisfies the conditions of Theorem 13. Several
remarks are now made regarding the results. It is first
recognized that this is a relative improvement with respect
to those proven so far. Figure 10 presents a comparison.

Remark 1. The bound attained in Theorem 14 is better than
both the bound in [14] and the bound in [11]. It proves to
be comparable to the bound in [12].

That the bound has potential for refinement is recognized
next. An improved bound based on Conjecture 2 is shown
in Figure 11.

Remark 2. Should Conjecture 2 hold true, the acquired
bound would be better than the bound in [12].

Another remark summarizes Conjectures 3 and 4 from the
previous subsection.
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TABLE III: Resulting homogenous linear recurrence in the Theorem 12 proof.

fm(n) =


χ(Pn) if 1 ≤ n ≤ m

χ(Pm) + 1 if n = m+ 1

fm(n− 1) + fm(n−m)− fm(n−m− 1) if n > m+ 1

TABLE IV: Applying the triangle inequality in proving Theorem 12.

|fm(n)| =

∣∣∣∣∣ nmχ(Pm) +

m−1∑
k=0

cke
2nkπi/m

∣∣∣∣∣ ≤ ∣∣∣ nmχ(Pm)
∣∣∣+m−1∑

k=0

∣∣∣cke2nkπi/m∣∣∣ = n

m
χ(Pm) +

m−1∑
k=0

|ck|
∣∣∣e2nkπi/m∣∣∣ = n

m
χ(Pm) +

m−1∑
k=0

|ck|

TABLE V: Argument in the inductive step for the proof of Theorem 13.

fm(r + 1−m) + χ(Pm) ≤
(
r + 1−m

m
χ(Pm) + c

)
+ χ(Pm) =

r + 1

m
χ(Pm)− χ(Pm) + c+ χ(Pm) =

r + 1

m
χ(Pm) + c

Fig. 10: Comparison of Kostochka’s bound, Konstantinova’s bound, and Droogendijk’s bound to the new bound.

Fig. 11: Comparison of Kostochka’s bound, Konstantinova’s bound, and Droogendijk’s bound to the conjectured bound.
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TABLE VI: Calculated values for c given possible χ(Pm)
for 10 ≤ m ≤ 16.

(m,χ(Pm)) c

(10, 4) 8
5

(10, 5) 1

(10, 6) 4
5

(11, 4) 20
11

(11, 5) 14
11

(11, 6) 9
10

(12, 4) 2

(12, 5) 3
2

(12, 6) 1

(13, 4) 28
13

(13, 5) 22
13

(13, 6) 16
13

(14, 4) 16
7

(14, 5) 13
7

(14, 6) 10
7

(15, 4) 12
5

(15, 5) 2

(15, 6) 8
5

(16, 4) 5
2

(16, 5) 17
8

(16, 6) 7
4

Remark 3. The range of linear bounds attainable with the
method is the region bounded by y = x

4 + 5
2 and y = 3x

8 + 7
4 .

The attained bound is also applicable to a known open
problem in graph theory. Reed’s conjecture claims that for
any graph G, the following inequality holds:

χ(G) ≤
⌈

∆(G) + ω(G) + 1

2

⌉
.

As basic properties, ∆(Pn) = n− 1 and ω(Pn) = 2 for any
Pn. Substituting these into Reed’s conjecture yields

χ(Pn) ≤
⌈
n− 1 + 2 + 1

2

⌉
=
⌈n

2
+ 1
⌉
,

which is implied by Theorem 14.

Remark 4. The pancake graph satisfies Reed’s conjecture.

VI. CONCLUSION

A general bound for the vertex chromatic number of the
pancake graph based on a graph homomorphism approach is
advanced. As the bound is linear in terms of the pancake
graph order, conciseness is a defining characteristic. In
addition, the bound takes known pancake graph chromatic
numbers as input, exhibiting a recursive element. Overall,
the bound is an ample improvement to bounds in literature.
Its relative superiority hinges on the possibility of an update
once more vertex chromatic numbers are revealed. As a
preview, nevertheless, a conjecture on the revision of the new
bound is made in anticipation.
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