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Abstract— This papar is to show the trend of increasing the 

weight of infants and toddlers is of particular concern to the 

Indonesian government. This encourages the government to 

avoid stunting and malnutrition that can affect babies aged 0-

59 months. The Indonesian government quickly established 

the Integrated Health Service Post (POSYANDU) to reduce 

the number of malnutrition in infants and toddlers. With the 

existence of POSYANDU, it is hoped that infants and toddlers 

can avoid malnutrition. The purpose of this study was to see 

the trend of weight gain for infants and toddlers aged 0-59 

months to ensure that the weight of infants and toddlers 

continues to increase from month to month. To be able to see 

the trend of weight gain, a decision tree classification 

algorithm is needed, to see the weight gain of infants and 

toddlers. In addition, the feature selection process uses the 

single factor ANOVA method in determining the feature 

approach possessed by the dataset. This study will also 

compare the decision tree algorithm with the KNN in 

determining the classification of weight gain for infants and 

toddlers. Then the results show that the decision tree 

algorithm and ANOVA are better at providing accuracy, 

recall, F1 score, and precision than the KNN classification 

algorithm. Thus the decision tree + ANOVA algorithm is a 

classification algorithm used to see the trend of weight gain in 

infants and toddlers aged 0-59 months. 

Index Terms—Infants, Children, Classification, 

POSYANDU 

I. INTRODUCTION 

Health is a right for all Indonesian people, every person 
has the right to live in physical and spiritual prosperity, to 
live, and to live a good and healthy life. environment and the 
right to health services [1]. Health is the government's main 
concentration to be able to provide health to all Indonesian 
people. This health care has been carried out by the 
government by establishing public and private hospitals, 
puskesmas, and to a lesser extent, there is Integrated Health 
Service Post (POSYANDU). Posyandu was established on 
June 29, 1983, to provide health to the community from  
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infants to the elderly [2]. Along with the times, 
POSYANDU has become a measure of equal distribution of 
health for babies aged 0-59 months, pregnant women, 
nursing mothers, and the elderly. Infants are aged 0 - 59 
months are given special attention so that one day they 
become healthy and intelligent children as the next 
generation of the Indonesian nation.  

POSYANDU will provide vaccines, pay attention to the 
composition of 4 healthy 5 perfect foods, weigh infants and 
toddlers aged 0 - 59 months, then ensure that children's 
nutrition is adequate. In this case looking at bodyweight 
from month to month until the child is 59 months old. This 
weight monitoring will be reported to the community health 
center (Puskesmas) [4]. PUSKESMAS will provide reports 
from the POSYANDU cadres regarding the health 
conditions of infants and toddlers aged 0-59 months to 
PUSKESMAS [5]. The development of infants and toddlers 
is always monitored through a card provided by Posyandu in 
the form of a KMS (Health Indicator Card) for infants and 
toddlers [6]. 

II. RELATED WORK 

Machine learning (ML) is a method used to predict 

disease, forecast weather, search for the nearest distance, 

and much more [7]. This study will discuss one of the 

methods in ML, namely supervised data or commonly 

referred to as the classification method. Many classification 

methods have been developed including Support Vector 

Machine (SVM), Decision Tree, Naive Bayes, K-Nearest 

Neighbor (KNN), Neural network, and many more. The 

classification methods that will be discussed in this study 

are the Decision Tree and KNN. In addition, this study will 

also use the One-way Analysis of Variants (ANOVA) 

(Single Factor) method which will be used to select 

features. Feature selection is used to determine features in 

the dataset in order to increase the accuracy value of the 

classification algorithm. 

 

A. ANOVA 

 
ANOVA is a statistical technique that can be used to 

check whether the population or features in a dataset are 
related or we can fiind mean square and F test to decide the 
hipotesis [8],[9],[10]. ANOVA is also commonly referred to 
as the method used for confirmatory and exploratory data 
analysis. The advantage of using the ANOVA f test is that it 
can compare the average value of each feature and perform 
tests on the F Distribution table where the results are 
compared with the f-test if the hypothesis value of the f-test 
is greater than or equal to the F distribution, the features 
contained in The dataset has no relationship, but if it is 
smaller than the Distribution table F, then the feature has a 
relationship with other features [11]. ANOVA is also 
commonly used to find relationships between features in the 
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dataset, whether these features are related or not, here are the 
steps for using the ANOVA analysis method :  

H0:Hipotesis  

H0: µ1 = µ2 = µ3 = …= µn 

H0: Not all feature datasets are related 

H0 will be rejected if F-test >= F Distribution table 

H0 will be accepted if F-test < F Distribution table 

Where :  

Xj  = The average value of features 

nj  = Amount of data in a feature 

X  = The average score of all features 

x  = Feature value 

k  = Amount of features 

N  = The total of entire datasets 

TABLE 1.  FORMULA ANOVA [12] 

Source Sum of Squares Degree 
of 

Freedom 

Mean 
Square 

F test 

Between 
Columns 
(A) 

     

        
 

  
 

k – 1    

 
   
   

 

 

 
   

   
 

Within 
Columns 
(Residual) 

   

     

     
   

N – k     

 
   

   
 

 

Total     

          

N – 1    

 

From the formula above, it can be described as follows : 

Calculate the total mean value of each column or feature 
in the datasets 

            
 

   (1) 

Calculate the average value for each column or feature 
and then add the average values to get the total average 
features 

             
 
  (2) 

Calculates the total value between columns and within 
columns 

               (3) 

k – 1  (4) 

N – k  (5) 

N – 1  (6) 

Computes the estimated variance of the sum of squares 
and the Degree of freedom on the value SSA 

    
   

   
 (7) 

Computes the estimated variance of the sum of squares 
and the Degree of freedom on the value SSR 

    
   

   
 (8) 

The F-Test is the quotient of the MSA and MSR values 
and the F-Test value will be compared with the F distribution 
value 

  
   

   
 (9) 

 

B. Decision Tree 

 

Since the 1950s, artificial intelligence has been 

discovered, and in the same year machine learning has 

become the center of world research, a decision tree 

algorithm has been developed [13]. The decision tree was 

introduced by Quinlan from the New South Wales Institute 

of technology. Decision tree is built for knowledge-based 

systems that can be used for supervised data. The structure 

of the decision tree algorithm resembles a tree where at the 

top it is called the root, the branches are the internal nodes, 

the leaves are the classes in the dataset[14],[15].  

TABLE 2.  DATA SET STUNTING MALNUTISION FROM JANUARI-DES 2019 

[13] 

NO 

Attributes (in Person) 

S K D BGM 

(Stunting) 

1 114 111 86 65 

2 78 78 61 46 

3 111 111 77 51 

4 103 103 68 38 

5 74 70 38 14 

6 146 146 93 72 

7 134 134 96 54 

8 118 118 82 58 

9 32 32 15 12 

10 93 93 71 48 

11 110 110 52 41 

12 120 120 72 51 

13 114 111 86 65 

14 78 78 61 46 

  

In the above case, it is known that In the table above it is 

known that the data is in the form of the total number of 

stunting infants and toddlers where the value of S is the data 

for infants and toddlers who are registered at the Posyandu, 

K is the data for infants and toddlers who have registered 

cards at the posyandu, D is the data for infants and toddlers 

who come to the Posyandu. to be weighed and BGM is data 

that is experiencing malnutrition. A decision tree is a 

classification algorithm designed to determine the class and 

better accuracy of features that have been determined 

through the top, branch, and leaf processes [16][17]. A 

decision tree is a classification algorithm that can be 

developed into other models such as combining a decision 

tree with an optimization method. Because the decision tree 

It is an algorithm that has a high degree of accuracy and 

interpretability [18].  

 

                        
 
    (10) 

 

Where S is the entropy value of the addition of Pi and 

log2. 

 

                      
    

   
 
                          (11)  
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The value of A is the value obtained from the attribute 

and Sv is the subset of S and v is the value of the subset S 

that is in attribute A. 

 

                 
          

                      
 (12) 

C. KNN 

 

KNN is a classification algorithm for finding common 

ground by relying on its closest neighbors to provide 

information on members of the set or not[19]. Then the 

determination of neighbors in the KNN algorithm is 

represented by the variable k. The accuracy value of the 

KNN algorithm affects the K value which is initialized at 

the start of the KNN algorithm in execution [20][21][22]. 

The value of k is determined based on training data and test 

data, to get good accuracy results it is necessary to 

experiment with giving a value of 3 - 10 to make predictions 

of the accuracy value. Several studies have been developed 

on how to increase the value of k using a combination of 

tree classification techniques, some have done a 

combination with fuzzy [23]. The following is an overview 

of the KNN classification algorithm. 

KNN algorithm will provide information that the value 

of x is included in class two [24]. The KNN classification 

algorithm is included in the top-ten data mining algorithm 

[25]. The following is the formula for the KNN algorithm, 

in the following example, the variable gj is the position of 

the data and X is a sample that is sought or test data that will 

be tested on the KNN algorithm. Then for a variable i is the 

iteration of the number of datasets [24][26]. 

 

                           (13)  

 

In the above formula, it is stated that the rule of the 

nearest neighbor has two aspects, the first is convergence 

and the other is generalization error. For the variable value x 

and the nearest neighbor x' formula           is the nearest 

neighbor condition in an error state. 

 

                            (14) 

 

Then for         Is a probability density function 

condition. The variable s is the x-centered hypersphere s 

position: 

 

             (15) 

 

 

                           (16) 

 

The following is the assumption that each sample stands 

independently where the variable C* is the Bayesian 

classifier to be used in the variable P (error) : 

 

               
        (17) 

 

 

                       
    (18) 

 

III. METHODOLOGY 

The methodology used in this research is the stage to get 
the best accuracy value from the KNN classification 
algorithm and decision tree with ANOVA. To get the best 
accuracy value, it must be obtained by weighing babies and 
toddlers aged 0 - 59 months. Besides, it is also influenced by 
the amount of data that has been inputted by posyandu 
cadres. However, from the data obtained, it is known that not 
all data registered with posyandu cadres attend posyandu 
events, so the calculation of stunting data in infants and 
toddlers is influenced by the presence of infants and toddlers. 

From Figure 1, it is known that the methodology has been 
made from the process of inputting data on infants and 
toddlers aged 0 - 59 months, after which preprocessing is 
carried out to obtain patterns in the dataset. Then the next 
step is to normalize the data to equalize the lower and upper 
limit values in the dataset using one of the min-max 
normalization methods. The next step is a dataset that has 
been normalized in its feature selection using the ANOVA 
method, in determining the features of the ANOVA method, 
the hypothesis value will be obtained from the comparison of 
the F-Test with the F Distribution to get the value of whether 
F-Test> = F Distribution if yes then the relationship is H0, 
H1, ..., Hn have nothing to do with but on the contrary, then 

the relationship H0, H1, ..., Hn has nothing to do. From these 
results obtained feature selection which will be used to be 
reprocessed using classification algorithms such as decision 
tree and KNN. However, if the existing dataset is directly 
processed by a classification algorithm, the results of the 
accuracy value will be seen. From these Two steps, we will 
check which value of accuracy is the best between using an 
ANOVA analysis method or not using the ANOVA analysis 
method. In this research, an experiment will be carried out 
using the KNN classification algorithm and the Decision tree 
using ANOVA with the KNN algorithm and the Decision 
tree without ANOVA. Which of these experiments yields the 
best accuracy value. 

 

Fig. 1 Research Methodology ANOVA, KNN, and Decision tree 
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IV. RESULT 

The first step taken was inputting weight data for infants 
and toddlers by posyandu cadres. The results of the data 
input process are processed first by making a dataset in the 
form of columns and records. The following is an example of 
data input obtained from the posyandu cadre data input 
process. 

 

A. Infants and toddlers weight input data 

 
The data inputted by posyandu cadres is the weight of 

infants and toddlers aged 0-59 months, the input process is 
carried out when the mother of the infant and toddler comes 
to the posyandu with the baby or toddler and then weighs his 
body by the posyandu cadre. The data obtained is 
preprocessed to produce new data in the form of table data 
containing attributes of registered infant and toddler data, 
data of infants and toddlers who have just registered, data of 
infants and toddlers whose weight has increased, and data of 
infants and toddlers. Who lost weight. And in the end, 5 
features will be processed using an ANOVA analysis 
method. 

 

B. ANOVA analysis Method 

 

The ANOVA analysis method is used to check whether 

the 5 attributes have a relationship or not, then the 5 

attributes are processed and get the results as shown in 

Figure 5. The results obtained are the results of several 

experiments. Because from the results of the experiment, it 

turns out that the relationship between features was not 

found so that in the end the decreasing features of infants 

and toddlers were removed and changed with the 

presentation value for the presence of infants and toddlers 

by looking for the results of the distribution of the data for 

infants and toddlers who were presently divided by the total 

infants and toddlers. Registered and the percentage is on 

average above 50% and below 50%. With this new feature, 

the maximum accuracy result is obtained. 

TABLE 3.  RESULT ANOVA FEATURE SELECTION 

Source of 
variation 

SS df MS F P-value F crit 

Between 
Groups 

1.743 4 0.435 7.352 7.65E-06 2.380 

Within 
Groups 

64.314 1085 0.059    

       

Total 66.058 1089     

 

From the results of the ANOVA feature selection, as it is 
known, when compared with F-crit or F-test, the value is 
2.380 and for the F-distribution table for df = 4, the F-
distribution is 2.371, based on the hypothesis of ANOVA 
H0> = H1 so that the results here are not There is a 
relationship between the features that were made, but the 
value of F-test and F-distribution is not too much difference 
and this is what makes the accuracy value increase. 

 

C. Classification algorithm 

 

The next step is to enter the feature selection generated 

from the ANOVA analysis method into the KNN 

classification algorithm and decision tree. And here is a 

plotter from the dataset of ANOVA feature selection results 

as shown in Figure 3. 

 

 

Fig. 3 Infants and Toddler Weight Dataset aged 0-59 months 

 

From this dataset, the results of the KNN algorithm and 
the Decision Tree process with or without ANOVA are 
obtained, for more details, see table 4. 

TABLE 4.  COMPARISON BETWEEN KNN+ANOVA AND DECISION 

TREE+ANOVA AND WITHOUT ANOVA 

No 
Dataset weight baby and children age 0 – 59 months 

Algorithm Accuracy Precision Recall F1 

1 KNN 0.61 0.44 0.30 0.36 

2 
DECISION 

TREE 
0.57 0.35 0.26 0.29 

3 
KNN + 

ANOVA 
0.87 1 0.5 0.66 

4 
DECISION 

TREE + 

ANOVA 

0.96 0.97 0.89 0.93 

 

In table 4 it can be seen that the decision tree + ANOVA 

algorithm has the best level of accuracy compared to the 

KNN + ANOVA algorithm or without ANOVA. Thus, it 

can be seen that the weight gain of infants and toddlers aged 

0-59 months can be seen from the arrival of mothers from 

infants and toddlers to the posyandu. This is a concentration 

to increase interest in the arrival of mothers who have babies 

and toddlers. The decision tree algorithm will then increase 

the accuracy value by using the ANOVA selection feature. 

Because before the decision tree algorithm is classified, the 

ANOVA method has a very significant difference in 

accuracy values without using ANOVA. It can be seen that 

the value with the decision tree algorithm + ANOVA is 0.96 

compared to the KNN + ANOVA which is only 0.87 from 

the accuracy value.  
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V. SUMMARY 

From the results above, it can be seen that the use of the 
decision tree + ANOVA algorithm can increase the value of 
accuracy because the feature selection process is carried out 
by the ANOVA method. Then for datasets that are linear 
regression, it would be better to use a decision tree 
classification algorithm and the feature selection method 
should be used. As future research, a combination of the 
decision tree algorithm with the Dragonfly Algorithm can be 
carried out, the decision tree with the PSO, and other 
optimization algorithms.  
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