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Abstract—Noise poses challenge to nonlinear Hammerstein-
Wiener (HW) subsystem model application, because HW sub-
system need large number of parameter interactions. How-
ever, flexibility, soft computing, and automatic adjustment to
dynamic observation for best model fitting make it potential
for forecasting nonlinear data. In this article, we adopted im-
proved HW inference from Levenberg-Marquardt optimization
algorithm to optimize HW subsystem and to select best model
parameters. Therefore, the adopted model is tested on COVID-
19 confirmed reported cases, to estimate transmission rate of
COVID-19 virus for period from 15th March 2020 to 29th
April 2020. Model validation is carried out on small dataset,
which outperforms some existing models. The adopted model
is further evaluated using statistical metrics and reported best
accuracy of 0.127 and 0.998 for Mean Absolute percentage error
(MAPE) and coefficient of determination (R2) respectively,
with best model complexity of 1.86. The obtained results are
promising enough in predicting spread of COVID-19 virus and
may inspire as guidance to relax lockdown restriction policies.

Index Terms—ANFIS, COVID-19, Hammerstein-Wiener
Model, Ro, Least Square method, Levenberg-Marquardt al-
gorithm, Nonlinear System, Machine Learning.

I. INTRODUCTION

THE health authorities in Wuhan reported on 29th De-
cember an unusual case of pneumonia [43]. World

Health organization (WHO) on 12th March, 2020 declared
pneumonia disease as epidemic [1]. Subsequently, virus was
designated as 2019 Novel Coronavirus (2019-nCoV-2) from
WHO on January 12 and later COVID-19 on 11 February
2020 [2]. Advent of virus-uprising lead to World economic
meltdown. According to available data of epidemic disease,
number of reported deaths exceeded SARS and Middle
East Respiratory Syndrome (MARS) viruses [3]. Clusters
of infected people confirmed possibility of human-to-human
morbidity [4]. However, transmissions happen between close
contacts through respiratory droplets occurred when infected
person coughs or sneezes [5]. On 23rd January, virus forced
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Chinese officials imposed total lockdown in main city of
Wuhan before extending lockdown order to neighboring
cities. Stay at home order, and travel restrictions are im-
posed inside and outside china [5], [6]. Virus pandemic lead
suspension of world major gatherings. It forced Kingdom
of Saudi Arabia to suspends annual holy performances that
draws Muslims’ pilgrims worldwide. However, Southeast
Asia Olympics were also cancelled [3]. As disease continues
to spread across the globe, Europe became an epicenter
of virus as of March 23, regardless of authorities’ actions
(includes travel ban, social distancing and stay at home order)
[5], [43]. As of 19th February, 2020, 600 people of Diamond
princess ship were infected with a short Serial interval of
2.1 days [7] and asymptomatic proportion were estimated as
17.9% [8].

The coronavirus disease was reported by WHO in Africa
on 14th of February 2020 in Egypt. It was however, dis-
seminated in west Africa in Ghana on 15th march, 2020.
As of 29th April,2020 there were 9413 reported cases of
COVID-19 within the west African region [1]. Africa in
general has been characterized with poor health care system,
lack of infrastructure and low literacy level to tackle the
epidemics. There have been numerous call to the stake-
holders for improved health care system [9]. Many had
forecasted that pandemic would be catastrophic in African
region. However, contagious behavior of COVID-19 virus
which leads to high rate of disconsolation and deaths, there
is a pressing need to analyze COVID-19 virus spreading
pattern across the region. Precise forecasting of COVID-19
virus hasten effective technique of applying proactive steps
[43]. The proactive steps are regarded as ways to control
mortality rate and decrease virus transmission. Authorities
have established exit-strategy policies to slack movement
restriction order [10]. Precise forecasting of COVID-19 virus
may assist governments to prevent further subsequent danger
of COVID-19 waves.

Recently, numerous approaches have been proposed and
widely used for forcasting and predicting COVID-19 danger,
such as basic reproduction number R0 [6]. Expected cluster
of cases caused by primary case over period of time in a sus-
ceptible population and exponential growth rate, usually in
the initial phase of epidemic grows to exponential pattern is
analyzed [11]. In [12] exponential growth rate and maximum
likelihood method of estimation is used to estimate R0 in two
different phases 15 Jan. 2020 and 10 Jan. 2020 as 2.56 with
95% C.I.(2.49-2.63) and [13]. 2.24 with 95% C.I.(1.95-2.55)
respectively. [14] also use the same method to estimate R0

as 2.9 with 95% C.I.(2.32-3.63). Likewise [15] use epidemic
growth model to estimate R0 2.1 with 95% C.I.(2-2.2).
[16] estimated R0 using SEIR model as 2.68 with 95%
C.I.(2.47-2.86). [17] adopted exponential growth method
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of estimation, R0 is 5.7 with 95% C.I.(3.4-9.2). Within
the initial outbreak of the disease, R0 range between 2.0-
5.7. Stochastic Susceptible-Infected-Quarantined-Recovered
(SIQR) epidemiological model with vaccination effect is
evaluated in [22]. However, Susceptible-Infected-Recovered-
Dead (SIRD) model used at two different occasions to
estimate R0 with an average of 2.4 is investigated in [18].
Kang et al. employed the same approaches using Susceptible,
Infectious and vaccinated to compart a dynamical model of
sheep-dog-human brucellosis transmission [27]. In Suebyat
et al. [26] developed a mathematical model using fourth-
order Runge-Kutta to approximate model solution to risk of
airbone infectious diseases such as COVID-19 in outpatient
room [26]. The major challenges in assessing variations
in basic reproduction number (R0) among others, includes
error due to small number of reported cases, and R0 fail to
consider temporal variations in S.I. during evaluation [10].
Yanuan et al. [20] investigated identify best model of length-
of-stay (LoS) hospitalized for patients with COVID-19 in
West Sumatra, Indonesia [20].

Moreover, analytical epidemiology models and machine
learning techniques such as ANFIS [21] are prone to under
fitting or over fitting [19], [23]. Some authors extended
usage of Adaptive Neuro-fuzzy Inference System (ANFIS)
algorithm [28], [43] to forecast COVID-19 cases, but over
parameterization issues of ANFIS, makes parameter esti-
mation very critical. Al’qaness et al. [28] optimize con-
ventional ANFIS according to flower pollination algorithm
with Salp Swarm algorithm. This method demonstrates good
performance and needs to update layers 4 and 5 accord-
ing to optimization criteria. Author in [24] proposes an
LSTM framework which observes nonlinearity and com-
plexity of COVID-19 time-series data. In ElDahshan et al.,
[25] extended application of Big data to predict COVID-
19 cases, which designs Onto-NoSQL, a Protégé plug-in
which handles establishment of Ontology and transforma-
tion of a column-oriented NoSQL datastore, this plug-in is
implemented to predict COVID-19 prevalence and weather
parameters, and the correlation among variability [25]. Large
amount of data remains a limitation to this approach. It is
very difficult to train accurate machine learning and deep
learning models with small datasets. Large dataset is not
available for COVID-19 confirmed reported cases in most
countries and regions [29]. Henceforth, model that is suitable
to a particular geographic data set might not be appropriate
to different geographic data set.

Furthermore, as depicted in Figure 2, COVID-19 reported
and confirmed cases data are nonlinear in nature, thus com-
plex data structure still needs reliable and computationally
efficient (soft computing) forecasting algorithm. However,
special interest on identification models in machine learning
is rising due to their soft computing and good representation
to nonlinear systems. In [30], [31] demonstrated suitability
and robustness of Hammerstein and Wiener models in iden-
tification of unknown nonlinear dynamic systems. Abdullahi
& Gaya [32] demonstrates superiority of H-W models to esti-
mate mobile communication parameters. Likewise, Gonzalez
et al. [33] models oxygen dynamics using H-W model. Elnaz
et al., [34] extended H-W model estimator to develop and
control magnetorheological fluid haptic device. Also, work
of Zambrano et al. [35] identified W-H models in a single

Fig. 1: A general principle of Hammerstein-Wiener model

step. Inspires by literature in [19], [28], [29] and the pressing
needs to have a reliable automatic COVID-19 confirmed
cases estimation algorithm. Our paper aims to estimate
transmission rate of COVID-19 virus according to confirmed
reported cases by applying nonlinear Hammerstein-Weiner
Model (NL-LTI-NL) with Levenberg-Marquardt (HW-LM)
optimization. HW-LM model is easy to implement compared
to neural networks such as LSTM, ANFIS and Volterra
models. Our adopted model could serve as pilot experiment
in relaxing and slacken lockdown strategies. The major
Contributions of our paper is itemized as:

1. This paper established a robust identification and fore-
casting model for confirmed cases of COVID-19 in West
African region. 2. Optimized H-W model is adopted accord-
ing to iterative gradient search method, using Levenberg-
Marquardt algorithm. 3. Our extended model is compared
with conventional H-W, and ANFIS models, respectively.

A. Model Structure

In this section, we describe subsystem of Hammerstein-
Wiener model (H-W). For example, if output observations
of model are not linearly dependent on input observations,
thus input-output observation relationship can be broken
down into many desired subsystems. This system behavior
is explained using linear transfer function, and nonlinearities
of this system are tracked in accordance with nonlinear
functions of inputs and outputs of linear system [36]. H-W
has suitable choice for this system function. H-W model as
one kind of nonlinear algorithm which combined advantages
of Hammerstein and Wiener Model to form one linguistic
system, to address individual model’s limitations. The two
models were linguistically combined in Eqs. (8) and (9),
to form a single H-W model. The aim of combining H-W
model is to predict transfer function Eq. (2) according to
its variables, input nonlinearity, output nonlinearity and its
inverse according to actual measurements of , iu and , ou,
with known internal variables. According to Figure 1, iu and
vtu denotes input and output of nonlinear system, where wt as
an internal variable to define input and output of the linear
block, with ft(iu, ϑt) nonlinear function which transforms
, iu to vtu, and wt(s, δt) denotes linear transfer function
parameterized for a given numerator and denominator orders
nxt

, nyt , which transforms vtu to rtu, then ft(ru, gt) models
rtu to the system output , ou. But ϑt is denoted by λt. The
Hammerstein (H) and Wiener (W) models are parameterized
using vectors δt ∈ Rnxt

, δt ∈ Rnyt , Wt, and θ denotes linear
time invariant and vector that accommodate parameterization,
which consists of sub-vectors θ1, . . . ,θn to parameterize
model blocks. s−1 denotes inverse shift operator is defined
as,

s−1vt = vt−1 (1)

Therefore, a brief review of the procedures adopted in [37] is
presented to develop H-W model. The nonlinear and Linear

IAENG International Journal of Applied Mathematics, 52:1, IJAM_52_1_22

Volume 52, Issue 1: March 2022

 
______________________________________________________________________________________ 



Time Invariant (LTI) subsystem can be formulated in time
domain with ni and no number of inputs and outputs of the
system, therefore discretized time domain transfer function
matrix can be shown:

Wt(s, δt) =
Yt(s, δt)

Xt(s, δt)

=
yt0s
−1 + yt1s

−1 + · · ·+ ytnyt
s−nyt

1 + xt1s
−1 + xt1s

−1 + · · ·+ xtnxt
s−nxt

(2)

δt = [yt0 · · · ytnyt
, xt1 · · ·xtnxt

] (3)

Where t = 1, 2, · · · , n0 and c = 1, 2, · · · , ni. And nx , ny
and nw denotes zeros, poles of LTI block and delay between
i(t) and o(t) according to number of samples. Therefore, for
t-th, H-model component is defined as an operator Quθu on
iu based on its scalar iu sequence and similar ou sequence.

ou = Quθuiu (4)

Equation (3) is parameterized using real valued compo-
nents according to vector, as follows:

θu = [δt, λt] (5)

Which is expressed in terms of (3) with

ou = Wt(s, δt)i
t
u (6)

where
xtu = ft(iu, λt) (7)

accordingly, function ft(..λt) indicates memoryless non-
linear mapping, where restriction is only set at derivatives,
∀ elements in λcu included in vector λt parameterizes ft,
∂
∂λt

u
ft(iu, λt).

According to equations (4) and (6), the general output of
nonlinear model can be mathematically formulated in Eq.
(8), when zero mean ςu is independently and identically dis-
tributed normally, stochastic approach denoting measurement
disturbances formed according to rational noise model.

ou = (

n∏
t=1

Qtθt)it + ψ(s, ξ)ςu (8)

Where ςu

ς =
L(s,β

H(s,β
=

1 + l1s
−1 + l2s

−2 + · · ·+ lnl
s−nl

1 + h1s−1 + h2s−2 + · · ·+ hnh
s−nh

(9)

and ξ , [l1, · · · , lnl
, h1, · · · , hnh

]
The θ denotes vector that accommodate parameterization,

which consists of sub-vectors θ1, · · · ,θn to parameterize
model blocks.

θ = [θ1
T ,θ2

T , · · · ,θnT , ξT ]T (10)

Equations (8) and (10) shows concatenation of H-W model,
which its LTI model order and the nonlinear system blocks
are assumed to be known [37]. In what follows, H-W
model from equations (8)-(10) could be coined if n=2, and
W2(s, δ2) = 1, which implies nx2

= ny2 = 0, y20 = 1. The
output of model is given by

o(t) =

∑nL

t=1 Lt, δs
−t

1 +
∑nH

c=1Hc, δs−c
iu (11)

The challenge is how to optimize parameters θ to forecast
measured output ft(ru, gt) to be as transparent as observed
output f̂t(ru, gt) to forecast θ′. If fixed input and steady sys-
tem is assumed, then rtu and ou are also bounded, indicates
that (8) is estimated to a transparent on polynomial according
to (10). Specifically, if polynomial order is infinite, then
(8) is exactly equals to (10), as demonstrated theoretically,
but in practice high order of polynomial implies prone to
disturbance and identification of model setting is probable
[38]. This proposition poses a limitation to inverse method.

II. MATERIALS AND METHODS

A. Adaptive Neuro-fuzzy Inference System (ANFIS)

ANFIS is an artificial intelligence algorithm, which hy-
bridizes Artificial Neural Network (ANN) and fuzzy logic
networks to form Adaptive Neuro fuzzy inference System
model [43], to address inherent drawbacks of individual net-
works. The major advantage of utilizing ANFIS algorithm, is
the reliable modeling of complex non-linear characteristics
[32], [43]. We constructed our ANFIS model using fuzzy
Sugeno model from five layers, that are evaluated with
weights of the week days as input i, whereas number of
confirmed reported cases per day was used as the output O.
The first order Sugeno fuzzy is activated, using randomly
selected 80% and 20% of the dataset for both training
and validation phases, respectively. ANFIS is extended to
forecast number of confirmed cases of covid-19. The chosen
parameters’ values of ANFIS is described in Table I.

B. Hammerstein-Wiener Model Parameters Estimation

In this section, we described general error estimation
procedure for deriving prediction of θ′N of parameter θ
described in H-W model in equations (8)-(10), according to
our N number of input {iu} and output {ou} datasets. Thus,
least squares cost function χN , can be set to

θ′N = argminχN (θ) (12)

Where χN (θ) =
∑N
u=1 τ

2
t (θ)

and τ2t (θ) , ou − o′u|u− 1|(θ)
o′u|u− 1|(θ) denotes best prediction of mean square [37]

of ou according to previous datasets and equation (10).
However, disturbance {ςu} remain independence.

o′u|u−1|(θ)(θ) = ψ(−1)(s, ξ)(
n∏
u=1

Quθ)iu+[1−ψ−1(s, ξ)]ou

(13)
However, Eqs. (12)-(13) estimate θ′N has non-convex and

non-linearly parameterized optimization problem. Hence, this
solution is not a closed form. Therefore, a general error esti-
mation paired by gradient-based search according to Gauss-
Newton which is attracted to local minima is proposed [37],
[39]. This method ensures effective estimation approach.
However, Gauss-Newton may have deviated to minimum, but
we adopt procedures in [37] using L-M algorithm, due to it
makes hasty move to low cost area and creeps to minimum.
Therefore, this approach computes θ′N according to iterative
gradient-based search.
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1) Estimation Procedures: In this section, we extended
Gauss-Newton algorithm. Let define vector ς(θ) for error
estimation residuals {τu(θ)}:

ζ(θ) ,

 τ1θ...
τNθ

 (14)

From this, local linear approximation is established

ζ(θ + d)(≈)ζ(θ + J(θ)d (15)

With d as the minimizer to estimate cost function, and J(θ) ∈
RN×n is the Jacobian of ζ(θ), with elements

(J)θ =


∂ζ1(θ)
∂θ1)

· · · ∂ζ1(θ)
∂θn)

...
...

∂ζN (θ)
∂θ1)

· · · ∂ζN (θ)
∂θn)

 (16)

Accordingly, θ is local around

χN(θ + d) = ζT (θ + d)ζ(θ + d) ≈ ζT (θ)ζ(θ)

+ 2ζT (θ)J(θ)d + dT JT (θ)d
(17)

However, cost function estimate fulfils

JT (θ)J(θ)d = −JT (θ)ζ(θ) (18)

Henceforth, inability of minimizer to reduce the cost function
in local approximation, therefore, it is handle like search
direction coupled for a point θ + µd assumes, such that

χN(θ + µd) < χN(θ) (19)

whereµ denotes µ ∈ R.
Therefore, the procedures brief check iterative search method
for calculating parameter estimate using Gauss-Newton ap-
proach. Due to limitation, we extended L-M algorithm which
is regularized version of the Gauss-Newton (Gn), with cost
function approximation (21).

III. THE EXTENDED LEVENBERG-MARQUARDT (L-M)
ALGORITHM

Levenberg-Marquardt algorithm is one kind of least square
method which sum the advantages of gradient descent and the
Gauss-Newton methods respectively to address their individ-
ual limitations. One special aspect of L-M algorithm is that,
acts like Gauss-Newton when parameters are within their
range of optimal values, whereas parameters outside optimal
values acts like gradient descent [40]. Conventionally, choos-
ing values only from estimated θ is not a suitable option in
a noisy observation, as many contributions of parameters in
(22) are not considered by most techniques. Thus, we extend
the L-M algorithm to minimize the entire function in (24), so
that each parameter in the equation is considered important.
According to nonlinearity nature of our data set and the H-W,
this algorithm iteratively minimizes functions (12) and (13)
according to the parameters θ. This iteration aim to realize a
perturbation d according to parameters θ which reduces sum
of square errors χN. And also minimizes total sum of square
errors across observed data and forecasted data. Jacobian J
of this function relies on our chosen model not the dataset
(16). Generally, cost function is given in (19).

JReg(θ) ≈ ζT (θ + d)ζ(θ) + d)

≈ ζT (θ)ζ(θ) + 2ζT (θ)J(θ)d
+ dT JT (θ)d

(20)

JReg(θ) ≈ ζT (θ + d)ζ(θ + d)

≈ ζT (θ)ζ(θ) + 2ζT (θ)J(θ)d
+ (dT JT (θ)J(θ)d + λI)

(21)

This function can now be minimized as the linear regularized
problem.

θ =θ
′i + ζT (θ

′i)ζ(θ
′i) + 2ζT (θ

′i)J(θ
′i)d

+ λ(dT JTθ
′i)J(θ

′i)d
(22)

This equation can be employed as the next iterate, which
gives the iteration

θ
′(i+1) =θ

′i + ∆θ
′(i+1) (23)

∆θ
′(i+1) =(dT JT (θ

′i)J(θ
′i)d + λI) + ζT (θ

′i)ζ(θ
′i)

+ 2ζT (θ
′i)J(θ

′i)d
(24)

We can now normalize the regularized function approxima-
tion using diagonal values of

(dT JT (θ
′i)J(θ

′i)d)

However, the regularization term is replaced with λdiag,
with Jacobian containing diagonal entries, then scaled L-M
algorithm is formulated as

∆θ
′(i+1) =(dT JT (θ

′i)J(θ
′i)d) + λdiag(dT JT (θ

′i)J(θ
′i)d)

+ ζT (θ
′i)ζ(θ

′i)

+ 2ζT (θ
′i)J(θ

′i)d
(25)

Moreover, step d is assessed during each iteration i, and
difference between χN and χN(θ + µd) is noted. This step
is accepted once metric E is greater than a user-specified
threshold, ξ10 > 0 (26)-(27). This serve as true metric to
measure improvement in χN due to L-M upgrade, expecting
that approximations are precise [41].

E(d) =
χN − χN(θ + µd)

(o− o′)TR(o− o′)− (o− o′ − Jd)TR(o− o′ − Jd)
(26)

E(d) =
χN − χN(θ + µd)

dT (λcdiagJTR(o− o′)d + (J)TR(o− o′(θ))
(27)

If an iteration has E(d) > ξ10, then θ + d is adequately
superior to d, therefore d is substituted with θ + d, and λ
is decreased by a factor. Else, λ is improved by a factor,
and steps in Algorithm 1 continues to next iteration. Fig.
2 illustrates step response of the dataset. Major steps of
adopted method are given in Algorithm 1. The parameters
of adopted model are calculated with metrics described in
section IV-C.

Algorithm 1 Levenberg-Maquardt-Scaled Algorithm
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Input:
Initial parameter guesses θ0 ∈ Rn
Data N,
Function f (θ),
Jacobian Jθ,
Initial damping λ0,
Parameter θ,

ξ ∈ [0, 1]

Output:
Estimate θ′N // parameter estimate

Initialize i←− 0 and λ←− λ0
For i←− 0 λ←− λ0 do
Repeat
Calculate the candidate parameter update:

If scale gradient, then

∆θ
′(i+1) =

(
dTJT

(
θ

′(i)
)
J
(
θ

′(i)
)
d
)

+ λdiag
(
dTJT

(
θ

′(i)
)
J
(
θ

′(i)
)
d
)

+ ζT
(
θ

′(i)
)
ζ
(
θ

′(i)
)

+ 2ζT
(
θ

′(i)
)
J
(
θ

′(i)
)
d

else initialize conventional LM algorithm

∆θ
′(i+1) =

(
dTJT

(
θ

′(i)
)
J
(
θ

′(i)
)
d+ λI

)
+ ζT

(
θ

′(i)
)
ζ
(
θ

′(i)
)

+ 2ζT
(
θ

′(i)
)
J
(
θ

′(i)
)
d

end if
If the cost function

χN (θ + µd) < χN (θ)

do simulate the candidate and decrement λ;θ′(i+1)
= θ

′(i) +

∆θ′
(i+1)

λ←− λ/θ

Initialize i←− i+ 1
else
discard the candidate and increment λ

λ←− θλ

end if
until converged
max

∣∣ d
E

∣∣ < ξ or max
∣∣∣JTR(o− o′

∣∣∣ < ξ or if reduced χN
exist
Return θ′N = θ

′(i), R2, reduced χN

IV. DATASETS, PERFORMANCE METRICS, EXPERIMENT
AND RESULTS

A. Description of Datasets

The Corona Virus Disease (COVID -19) was reported first
within continent of Africa in Egypt on 15/03/2020 [1]. This
study utlized data set of Africa, which is a publicly available
repository published by [42], contained reported confirmed
cases of COVID-19 across West African region, as shown
in figure 2. West Africa has a population of 281,202,440
based on 2018 estimate and has 16 countries which com-
prised of Benin republic, Burkina-faso, Cape verde, Gambia,

Fig. 2: Sample of Confirmed cases of COVID-19 Dataset

Ghana, Guinea, Guinea Bissau, Ivory Coast, Liberia, Mali,
Mauritania, Niger, Nigeria, Senegal, Sierra Leone, and Togo
[44], respectively. As of 29th April 2020, total of 9413 cases
of COVID-19 were recorded in West Africa, this region
recorded first case on 15th March 2020, within this period,
there is drastic rise in number of infected cases (virus spread).
Virus spreads follow an Exponential growth model (EGM) at
an earlier stage as depicted by characteristics plot in Figure
2. An intrinsic EGM can be estimated from a nonlinear sys-
tem model using H-W initialized from Levenberg-Marquardt
algorithm.

Furthermore, confirmed reported cases of COVID-19 in
West African region [42] is normalized, and numerically
calibrated. Then data set are randomly divided into 80% for
calibration part and 20% for validation part, respectively. The
carefully selected variables are number of confirmed reported
cases as output O of three adopted models and time as input
i to models, respectively. Offsets and linear trends are not
removed from dataset before training, this is to ensure ability
of the extended model to handle complex data. The three
models H-W, ANFIS, and HW-LM algorithm are constructed
in MATLAB R2020a software. The selected parameter values
for these models are details in Table I.

B. Parameter Settings

The following parameters in Table I are chosen for three
adopted models design.

C. Performance Metrics

In this section, we described evaluation metrics to evaluate
models’ performance. Variables Oi,O’i, S,, θ, σ2

r and Oa
denotes observed data, forecasted data, number of samples,
number of parameters, and average observed data, respec-
tively.

1) Root Mean Square Error (RMSE):

RMSE =

√√√√ 1

S

S∑
i=1

(O′i −Oi)2 (28)

2) Mean Absolute Percentage Error (MAPE):

MAPE =
1

S

√√√√ S∑
i=1

|O
′
i −Oi
O′i

| (29)
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3) Mean Absolute Error (MAE):

MAE =
1

S

√√√√ S∑
i=1

|O′i −Oi| (30)

4) Root Mean Squared Relative Error (RMSRE):

RMSRE =
1

S

√√√√ S∑
i=1

(
O′i −Oi
O′i

)2 (31)

5) Mean Absolute Deviation (MAD) :

MAD =

∑S
i=1(Oi −Oai)

S
(32)

6) Coefficient of Determination (R2) :

R2 = 1−
∑S
i=1(Oi −O′i)2∑S
i=1(Oi −Oai)2

(33)

Furthermore, we reported HW-LM model’s simplicity,
flexibility and degree of fitness according to following two
metrics: Akaike’s Information Criterion correction (AICc),
and Nash-Sutcliffe model efficiency index (N-S).

7) Akaike’s Information Criterion (AICc): AIC estimate
degree of information lost for a model [46]. If small num-
ber of datasets are employed for model development, AIC
index may likely to overfit, thus corrected AIC (AICc) is
formulated to handle AIC overfit. AICc metrics evaluate
quality of model according to flexibility of structure and
amount of mean deviation [43]. It is obtained during model’s
verification of unseen observations [45], [43]. Therefore, low
value of AICc describes best model. AICc is computed as
follows:

AICc =
(2θS + (Sln(σ2

r)(S − θ − 1))

S − θ − 1
(34)

8) Nash-Sutcliffe model efficiency index (ηN−S) : Nash-
Sutcliffe model efficiency is defined to evaluate level of
model fitness and deviation, with index value from −∞ to
1 [43]:

ηN−S = 1− [

∑S
i=1(Oi −O′i)2∑S
i=1(Oi −O′i)2

]× 100 (35)

D. Results

In this section, we present performance results of the
three adopted models according to calibrated and verified
confirmed cases of COVID-19 virus across West African re-
gion. According to well-defined evaluation metrics of section
IV-C, it is demonstrated that optimized H-W model tracks
exponential growth pattern of COVID-19 virus spread in
most of complex data pattern, therefore results of optimized
H-W model outperforms conventional H-W and ANFIS
models respectively. This indicates that HW-LM optimization
algorithm is a promising tool to covid-19 dataset and with
flexible and soft computing attributes.

Fig. 3: Performance of optimized HW-LM Model on
COVID-19 data during calibration phase

Fig. 4: Performance of conventional HW Model on COVID-
19 data during calibration phase

1) Performance of models during calibration Phase: Ta-
ble II, and Figs. 3 to 5 details the performance of the adopted
models during calibration phase. It can be observed from
Fig. 5, that early stage of virus transmission, ANFIS model
performed poorly to track approximate data pattern due to
ANFIS parameters’ estimation complexity, small number of
dataset, and nonlinearity among dataset. However when virus
transmission obeys exponential growth model, ANFIS model
demonstrates smooth performance better than two consid-
ered models. These confirmed that most machine and deep
learning models suffers parameters estimation problem and
require large amount of dataset to achieve promising results.
Furthermore, conventional HW model adjust to complex
data pattern at early stage of virus spread, though overfitted
at some certain spikes, however when a gradient search
algorithm is introduced in HW model, a smooth and fast
convergence is achieve faster than other two adopted models
(H-W and ANFIS). This can be observed in Table II.

2) Performance of models during Validation Phase: In
this section, validation performance of the adopted models
are presented in Table III, and Figs. 6 to 8. It is very
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TABLE I: Initial Parameters used for the models

Layer Parameter Value

HW Model No of iterations 300
HW-LM Model Tolerance 1.0× 10−5

Regularization Weighting 1
Input delay 1
Piecewise linear break points 10
No of poles and zeros 3 and 2
Lambda [0,1]

ANFIS Model

Max epochs 300
No of fuzzy rules 14
Initial step 0.01
Gaussmf -
Error goal 0
No of parameters 222

LM algorithm

Initial Step 0.001
Step reduction 2
Initial gamma 0.0001
Regularization 10
Max bisections 25
Initial Gn Tolerance 1.0× 10−4

TABLE II: Evaluation Results for the COVID-19 dataset during Calibration Phase

Method RMSE MAPE MAE RMSRE R2 Time

HW-LM 46.467 0.153 36.159 0.405 0.999 0.78
HW 54.53 1.896 49.313 0.561 0.898 0.79
ANFIS 60.170 3.622 38.733 16.514 0.991 -

Fig. 5: Performance of ANFIS Model on COVID-19 data
during calibration phase

clear to see from Fig. 8 that ANFIS model lack good
generalization capability to complex pattern of COVID-19
dataset. However, conventional H-W model tracks unseen
COVID-19 dataset with low overfitting as illustrated in Fig.
7, compared to ANFIS model. According to Fig. 6, optimized
HW-LM achieve outstanding performance, due to gradient
search makes hasty move to low cost area and creeps to
minimum. HW with fast LM optimization algorithms will
certainly make novel forecasting model to nonlinear dataset
such as COVID-19 epidemic diseases. However, HW-LM
model’s generalization capability to complex data pattern is
depicted in Fig. 6.

Fig. 6: Performance of optimized HW-LM Model on
COVID-19 data during validation phase

E. Comparison between the performance of optimized HW-
LM model and state-of-the-art method

According to Table IV, our adopted model is compared
based on work in [28]. The comparison is made base on
number of dataset (NODS), inference time and statistical
evaluation metrics adopted by this paper. The best result is
bold-faced.

Moreover, HW-LM model has superior performance when
compared to other two models, therefore it is chosen for
further analysis according to two metrics: Corrected Akaike’s
information criterion (AICc) index and Nash-Sutcliffe model
efficiency index. AICc is adopted due to our small sample
size (S) and number of different parameters (θ). However,
value of AICc is obtained from Equation 34, with 1.86.
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TABLE III: Evaluation Results for the COVID-19 dataset during Validation Phase

Method RMSE MAPE MAE RMSRE R2 Time

HW-LM 165.085 0.127 68.046 0.364 0.998 0.78
HW 198.31 0.999 97.493 0.912 0.861 0.79
ANFIS 905.771 2.249 191.534 8.892 0.631 -

TABLE IV: Comparison of the adopted model with the state-of-the-art model

Method NODS RMSE MAPE MAE RMSRE R2 Time

HW-LM model Ours 18826 165.08 0.127 68.046 0.364 0.998 0.78
FPASSA [28] 72528 5779 4.79 4271 0.07 0.9645 23.3

Fig. 7: Performance of conventional HW Model on COVID-
19 data during validation phase

Fig. 8: Performance of ANFIS Model on COVID-19 data
during validation phase

We observed that AICc from HW-LM model achieved best
result, which lead to model flexibility. Loss function of HW-
LM model is obtained as 2.85 × 10−7, this shows smaller
criterion, and smaller criterion depict model accuracy. In
addition, final prediction error of HW-LM Model is obtained
as 2.815×10−6, this value demonstrates that HW-LM model
has good generalization quality to COVID-19 data. However,

HW-LM model fitness is achieved as 98.81%. The value of
ηN−S is obtained through Equation 35, with 98.99% model
accuracy. Therefore, the obtained results demonstrates that
HW-LM algorithm is a promising tool to nonlinear dataset
such as COVID-19 and conform with current-state-of-the-art
method.

V. CONCLUSIONS

In this work, we initialized gradient search optimization
algorithm as potential enabler in conventional Hammerstein-
Wiener model to handle complex parameters estimation.
This extended model is realized according to proper pa-
rameters chosen. However, the adopted model is validated
on confirmed reported cases of COVID-19 virus across 16
West African countries. The optimized model is a good
forecasting tool for COVID-19 dataset. In terms of HW
model parameters, LM optimization algorithm handles model
parameters very well, which overcomes noise inherited from
conventional HW model.

The superiority of HW-LM model is apparently depicted in
Figs. (3) and (6), during calibration and validation phases. It
shows that by comparison, there is significant reduce in virus
spread from first phase to second phase in the west African
region and that may be due to prevention measures taken by
countries such as partial lockdown, ban of public gathering,
ban of in and out migration, total lockdown to provide social
distance, and awareness by health personnel. In addition, our
adopted model exhibits low computational cost, flexibility
with good accuracy to small dataset. Our model would serve
as prediction tool of epidemic diseases and could be extended
to different fields.
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