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Abstract—This paper studies the finite-time and fixed-time
synchronization for the coupled inertial memristive neural
networks (CIMNNs) with time-varying delays. First, with the
help of the differential inclusions theory and the interval matrix
theory, the CIMNNs with state-dependent parameters which
may be mismatched are transformed into an uncertain interval
parametric system. Then, two novel controllers are designed
to deal with the mismatched parameters and the time-varying
delay. Moreover, according to the interval matrix theory, two
sufficient conditions are attained which make the CIMNNs
synchronize with the target trajectory in the fixed time. Finally,
one numerical simulation example is given to demonstrate the
effectiveness of the theoretical results.

Index Terms—Fixed-time synchronization, Inertial memris-
tive neural networks, Interval matrix theory, Switching control.

I. INTRODUCTION

S INCE the memristor is introduced to reflect the relation
between magnetic flux and electric charge in [1], it has

attracted many attentions due to its memory function, similar
to the human brain [2]–[4]. Especially, if the resistors are
displaced by the memristors in the neural networks, the
traditional neural networks become the memristive neural
networks (MNNs) with state-dependent parameters that could
imitate the human brain more perfectly [5], [6]. Therefore,
there are many efforts to study about the dynamical behaviors
of the MNNs, such as stability, dissipativity, synchronization
and periodicity [7]–[9]. Moreover, the achievements of theo-
retical research about MNNs could promote the applications
such as associative memories [2], neural learning circuits
[10], new classes of artificial neural systems [4].

In addition, most of the existing literatures focus on the
first-order MNNs and a few about the second-order MNNs
with an inertial term which is called inertial memristive
neural networks (IMNNs). In [11], the inertial term was
firstly introduced into Hopfield neural networks by Babcock
and Westervelt who studied the generated dynamic behaviors
from then. It was proved that the inertia in neural networks
was a favorable tool which could generate the chaotic be-
haviour. Moreover, the authors in [12], [13] use the inertia
to create the bifurcation behaviors including limit cycles,
homoclinic and heteroclinic orbits and so on. Thus, it is
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essential to study the dynamical behaviors of the inertial
memristive neural networks. In [14], the dissipativity of the
inertial uncertain NNs was studied by using of the matrix
measure. And the synchronization of the inertial BAM NNs
was investigated by means of the matrix measure in [15].
It is in [16] studied the exponential stability for periodic
solutions of inertial C-G type BAM NNs. Li and Zheng
in [17] gave some criteria to reach synchronization for the
coupled inertial memristive neural networks (CIMNNs) by
themselves. In [18], the exponential stability for the inertial
memristive neural networks was investigated with impulses
and time-varying delays.

It is noted that synchronization in many practical situations
must be attained in a finite time. Thus, the control accuracy
becomes very important and the convergence time should be
limited stringently. It is more essential to study the finite
time synchronization which means that all the dynamical
behaviors reach the same behavior in the finite time, but
it is more chanllenging. In [19], finite-time synchronization
problem of MNNs is studied by constructing a novel switch-
ing controller. The settling time obtained in [19] is estimated
dependently on the initial values. Nevertheless, if the initial
values are not given beforehand, it turns to be difficult to
calculate the settling time. Then, it is necessary to consider
the fixed-time synchronization which is irrelevant to the
initial value. In [20], the fixed-time cluster synchronization
problem is discussed for complex networks by designing a
pinning controller. Next, the fixed-time pinning-controlled
synchronization is investigated for the coupled neural net-
works with delays and discontinuous activations in [21].
However, there are only few studies about the fixed-time
synchronization for the coupled inertial memristive neural
networks (CIMNNs) with time-varying delays by using the
interval matrix theory.

Motivated by the aforementioned discussions, this paper
studies the finite-time and fixed-time synchronization of
the CIMNNs with delays by using of the interval matrix
method. Our main contributions of the study are outlined
as: (1) by using of the differential inclusions theory and
the interval matrix theory, the second-order CIMNNs with
state-dependent parameters which may be mismatched are
transformed into a first-order uncertain interval parametric
system; (2) two discontinuous controllers with the sign func-
tion are constructed to obtain the finite-time and fixed-time
synchronization, respectively; (3) two sufficient conditions
are achieved with the help of the norms of the interval
matrices, and need not utilize directly the the maximum
absolute values of the memristive synaptic weights, which
could lead to the less conservativeness.
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The remainder of the paper is organized as follows. In Sec-
tion 2, the mathematical model of the CIMNNs is introduced.
In addition, some necessary preliminaries are provided. In
Section 3, two discontinuous controllers are constructed
to achieve the finite-time and fixed-time synchronization,
respectively. Some sufficient conditions are obtained with
the help of the upper bound norms of the interval matrices
in this section. Section 4 gives one numerical simulation to
show the effectiveness of the proposed controllers. Finally,
the conclusions and future research are given in Section 5.

Notation: Throughout this article, the notations are stan-
dard. Denote Rn as the n-dimensional Euclidean space. Rn×n

represents the set of n×n matrices. ∥·∥ is the 2-norm which
is defined by ∥φ∥ = (∑n

i=1 φ2
i )

1/2. sign(·) denotes the sign
function. sign(ω) = [sign(ω1),sign(ω2), ...,sign(ωn)]

T with
ω ∈ Rn. The superscript T represents the matrix transpo-
sition. diag(d1,d2, ...,dn) stands for a diagonal matrix of n
dimensions.

II. PRELIMINARIES

In this section, on the basis of the previous works
[22], [23], an array of inertial memristive neural networks
(IMNNs) with linear coupling and time-varying delays is
given by the following equations:

d2xi(t)
dt2 = −D

dxi(t)
dt

−Cxi(t)+A(xi(t)) f (xi(t))

+B(xi(t)) f (xi(t − τ(t)))−h
N

∑
j=1

li jΓ(
dx j(t)

dt
+ x j(t)), i = 1,2, ...,N

(1)

where xi(t) = (xi1(t),xi2(t), ...,xin(t))T ∈ Rn is the state
sector of the ith neuron; the second derivative of xi(t)
denotes the inertial term; D = diag(d1,d2, ...,dn) and C =
diag(c1,c2, ...,cn) are positive definite constant matrices; the
neuron feedback functions are given as

f (xi(t)) = ( f1(xi1(t)), f2(xi2(t)), ..., fn(xin(t)))T

f (xi(t − τ(t))) = ( f1(xi1(t − τ(t))), f2(xi2(t − τ(t))),
..., fn(xin(t − τ(t))))T ,

(2)
where τ(t) is the time-varying delay with the upper bound
τ , that is, 0 ≤ τ(t) ≤ τ; A(xi(t)) = [ak j(xi j(t))]n×n and
B(xi(t)) = [bk j(xi j(t))]n×n. By using of the current-voltage
characteristics and the property of the memristor, ak j(xi j(t))
and bk j(xi j(t)) are considered as follows:

ak j(xi j(t)) =
{

âk j, | xi j(t) |≤ Λ j,
ǎk j, | xi j(t) |> Λ j,

(3)

bk j(xi j(t)) =
{

b̂k j, | xi j(t) |≤ Λ j,

b̌k j, | xi j(t) |> Λ j,
(4)

where all the switching jumps Λ j are non-negative, âk j, ǎk j
and b̂k j, b̌k j are all known constant numbers; h > 0 is the
network coupling strength and Γ = diag(ζ1, ...,ζn) is the
inner coupling matrix with assuming Γ = In; M = (mi j)N×N
is defined as the configuration matrix which denotes the
network topology with mi j > 0, i ̸= j if there exists a link
from the jth node to the ith node and mi j = 0 otherwise,
and mii = 0; then, the corresponding Laplacian matrix L =
(li j)N×N is defined as li j =−mi j, i ̸= j and lii = ∑N

j=1 mi j.

The target trajectory s(t) of this paper satisfies the follow-
ing equation:

d2s(t)
dt2 = −D ds(t)

dt −Cs(t)+A(s(t)) f (s(t))

+B(s(t)) f (s(t − τ(t))),
(5)

where s(t) ∈ Rn denotes the state vector of the isolate
memtistive neural network.

The initial values of the system (1) and (5) are given by
xi(ς) = φi(ς),s(ς) = ψi(ς) ∈ C1([−τ,0];Rn).

Obviously, the right side of (1) and (5) are discontinuous
with the switching state-dependent parameters, which differs
from the traditional inertial neural networks studied in [24].
Therefore, the solutions of (1) and (5) are considered under
the Filippov’s sense. Thus, we will provide the definition of
Filippov solution.

Definition 2.1: [25] For the differential system dx
dt =

f (t,x), where the function f (t,x) is discontinuous on x. The
set-valued map of f (t,x) is considered as :

F(t,x) =
∩

δ>0

∩
µ(E)=0

co[ f (B(x,δ )\E)], (6)

where B(x,δ ) = {y : ∥y − x∥ ≤ δ} represents the ball of
center x and radius δ ; and µ(E) denotes the Lebesgue
measure of set E; co[E] is the closure of the convex hull
of some set E. A Filippov solution of dx

dt = f (t,x) with
initial condition x(0) = x0 is absolutely continuous on any
subinterval t ∈ [t1, t2] of [0,T ], which conforms to x(0) = x0
and the differential inclusion:

dx
dt

∈ F(t,x), for a.a. t ∈ [0,T ].

According to the differential inclusion theory [25] and
Definition 1, the coupled IMNNs (1) can be transformed into
the interval parametric systems as follows:

d2xi(t)
dt2 ∈ −D

dxi(t)
dt

−Cxi(t)+ co[A,A] f (xi(t))

+co[B,B] f (xi(t − τ(t)))

−h
N

∑
j=1

li j(
dx j(t)

dt
+ x j(t)),

(7)

where A = (ak j)n×n, A = (ak j)n×n,B = (bk j)n×n, B =

(bk j)n×n with āk j =max{âk j, ǎk j}, ak j =min{âk j, ǎk j}, b̄k j =

max{b̂k j, b̌k j}, bk j = min{b̂k j, b̌k j}, co[u,v] is the closure of
the convex hull which is generated by the two different
real numbers u and v. Then, according to the measurable
selection theorem, one has Ã(xi(t)) = (ak j(t))n×n ∈ co[A,A]
and B̃(xi(t)) = (bk j(t))n×n ∈ co[B,B] with ak j ≤ ak j(t)≤ āk j
and bk j ≤ bk j(t)≤ b̄k j such that

d2xi(t)
dt2 = −D

dxi(t)
dt

−Cxi(t)+ Ã(xi(t)) f (xi(t))

+B̃(xi(t)) f (xi(t − τ(t)))

−h
N

∑
j=1

li j(
dx j(t)

dt
+ x j(t)),

(8)

The following aim of this paper is to make the coupled
IMNNs (1) synchronize with the target trajectory (5) in the
finite time or in the fixed time. However, it is difficult that all
the nodes in the network could synchronize with the target
trajectory without any control input. Then, it is necessary to
design appropriate controllers to reach the synchronization.
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Now, through an appropriate variable substitution: wi(t) =
dxi(t)

dt + xi(t), the second-order system (7) could be changed
into the two controlled first-order equations as follows:

dxi(t)
dt

= −xi(t)+wi(t)+ui1(t),
dwi(t)

dt
= −Φxi(t)−Ψwi(t)+ Ã(xi(t)) f (xi(t))

+B̃(xi(t)) f (xi(t − τ(t)))

−h
N

∑
j=1

li jw j(t)+ui2(t),

(9)

where Φ = In +C−D and Ψ = D− In, ui1(t) and ui2(t) are
the control inputs.

According to the interval uncertainty theory, the coupled
IMNNs (7) could be transformed into the following form:

dxi(t)
dt

= −xi(t)+wi(t)+ui1(t),
dwi(t)

dt
= −Φxi(t)−Ψwi(t)+(A0 +EA∆A(t)FA)

f (xi(t))+(B0 +EB∆B(t)FB) f (xi(t − τ(t)))

−h
N

∑
j=1

li jw j(t)+ui2(t),

(10)
where A0 =

1
2 (A+A), B0 =

1
2 (B+B), A1 = (αi j)n×n =

1
2 (A−

A), B1 = (βi j)n×n =
1
2 (B−B), ∆A(t),∆B(t) ∈ ∆ with

∆ = {diag(δi j) ∈ Rn2×n2
: −1 ≤ δi j ≤ 1, i, j = 1, ...,n},

EA = (
√

α11e1, , ...,
√

α1ne1, ...,
√

αn1en, , ...,
√

αnnen)n×n2 ,

FA = (
√

α11e1, , ...,
√

α1nen, ...,
√

αn1e1, , ...,
√

αnnen)
T
n2×n,

EB = (
√

β11e1, , ...,
√

β1ne1, ...,
√

βn1en, , ...,
√

βnnen)n×n2 ,

FB = (
√

β11e1, , ...,
√

β1nen, ...,
√

βn1e1, , ...,
√

βnnen)
T
n2×n,

where ei ∈Rn denotes the n-dimensional column vector with
the ith element being 1 and the others being 0.

Similarly, the target trajectory could be written as follows:
ds(t)

dt
= −s(t)+ r(t),

dr(t)
dt

= −Φs(t)−Ψr(t)+(A0 +EA∆1
A(t)FA) f (s(t))

+(B0 +EB∆1
B(t)FB) f (s(t − τ(t))),

(11)
where ∆1

A(t),∆
1
B(t) ∈ ∆.

Remark 1: The coupled IMNNs (1) could be controlled to
converge to the the target trajectory (5) as long as the system
(10) could reach synchronization with (11). However, in the
process of achieving synchronization, ∆A(t) and ∆1

A(t) may
not be equal, so are ∆B(t) and ∆1

B(t).
Now, define the synchronization errors as follows: Ξ =

(εT
1 (t), ...,εT

N (t))
T and Ω = (ϖT

1 (t), ...,ϖT
N (t))

T with εi(t) =
xi(t)− s(t), and ϖi(t) = wi(t)− r(t). Then, the error systems
could be rewritten as follows:

dεi(t)
dt

= −εi(t)+ϖi(t)+ui1(t),
dϖi(t)

dt
= −Φεi(t)−Ψϖi(t)+(A0 +EA∆A(t)FA)

f (εi(t))+(B0 +EB∆B(t)FB) f (εi(t − τ(t)))

+Π(t)−h
N

∑
j=1

li j(ϖ j(t)−ϖi(t))+ui2(t).

(12)

where f (εi(t)) = f (xi(t)) − f (s(t))), f (εi(t − τ(t))) =
f (xi(t − τ(t))) − f (s(t − τ(t))), Π(t) = EA(∆A(t) −
∆1

A(t))FA f (s(t))+EB(∆B(t)−∆1
B(t))FB f (s(t − τ(t))).

The neuron activation functions fi(·) satisfies the following
assumptions.

Assumption1 : There are positive constants Mi such that
| fi(z)| ≤ Mi for all z ∈ Rn, i = 1, ...,N.

Assumption2 : There are positive constants li such that
0 ≤ fi(x)− fi(y)

x−y ≤ li, ∀x,y ∈ Rn, i = 1, ...,N.
Before giving our main results, some necessary lemmas

are introduced in the following.
Lemma 2.2: [26] Suppose Assumption 1 holds. Then,

there at least exists a local solution x(t) of system (1) with
initial condition φ(s) = (φ1(s), ...,φn(s))T ∈ R((−τ,0],Rn),
and the local solution x(t) could be extended to [0,+∞) in
the Filippov’s sense.

Lemma 2.3: [27], [28] Suppose the function V (x(t)) :
Rn →Rn is C-regular, where x(t) : [0,+∞)→Rn is absolutely
continuous on any compact interval [0,+∞). If there is a
continuous function γ : (0,+∞)→ R, with γ(σ) > 0 for all
σ ∈ (0,+∞), such that

V̇ (t)≤−γ(V (t)), and
∫ V (0)

0

1
γ(σ)

dσ = T <+∞.

Then, we have V (t) = 0 for t ≥ T . If γ(σ) =Kσ µ , 0< µ < 1
and K > 0, then the settling time is estimated by

T =
V 1−µ(0)
K(1−µ)

.

Lemma 2.4: [29] Let V (x(t)) : Rn → R be a continuous
radically unbounded function. If the following two conditions
hold: (i) : V (x) = 0 ⇔ x = 0;
(ii) : There exist some constants a,b> 0, 0< p< 1 and q> 1
such that the solution e(t) of the error system (12) satisfies
V̇ (e(t))≤−aV p(e(t))−bV q(e(t)).

Then, the origin of the error system (12) is fixed-time
stable, and the settling time is estimated by

T ≤ Tmax ,
1

a(1− p)
+

1
b(q−1)

. (13)

Lemma 2.5: [30] If all the constants a1,a2, ...,an are
positive numbers and 0 < p ≤ 1,q > 1, one has

(
n

∑
i=1

ap
i )≥ (

n

∑
i=1

ai)
p, (

n

∑
i=1

aq
i )≥ n1−q(

n

∑
i=1

ai)
q.

III. MAIN RESULTS

In this section, two controllers will be designed to solve
the finite-time synchronization and fixed-time synchroniza-
tion problem of IMNNs in Section 3-A and Section 3-B,
respectively.

A. Finite-time synchronization of IMNNs

In this subsection, a controller is designed to achieve the
synchronization in finite time as follows:{

ui1(t) =−ξ sign(εi(t))−θi1εi(t),
ui2(t) =−(θi2∥εi(t − τ(t))∥1 +η)sign(ϖi(t))−hγiϖi(t),

(14)
where ξ ,η ,h > 0, θi1 > 0, θi2 > 0 and ϒ = diag(γ1, ...,γn)
with γi ≥ 0 denotes the pinning control matrix. sign(εi(t)) =
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(sgn(εi1(t)), ...,sgn(εin(t)))T , sgn()̇ denotes the sign function
with

sgn(x) =

 1, x > 0
0, x = 0
−1, x < 0.

(15)

Theorem 1 will give the sufficient conditions to reach the
synchronization under the controller (15) in the finite time.

Theorem 3.1: Suppose Assumption 1 and 2 are satisfied
and assume there are two positive constants ρ(A) and ρ(B)
such that ∥A0+EA∆A(t)FA∥≤ ρ(A) and ∥B0+EB∆B(t)FB∥≤
ρ(B). The IMNNs (10) could synchronize with the target
trajectory (11) in a finite time with the help of the controller
(15), if θi1 ≥ 1

2 max1≤i≤n(1+ci−di)
2, θi2 ≥ ρ(B)li, hλ1(H)≥

max1≤i≤n(2−di+
1
2 ρ2(A)l2

i ) and η > 2M∥A1+B1∥. In addi-
tion, the settling time could be estimated by T = 2V

1
2 (0)/µ

with µ = min{ξ ,η −2M∥A1 +B1∥}.
Proof Consider the following non-smooth Lyapunov func-
tion as:

V (t) =V1(t)+V2(t), (16)

where V1(t) =
1
2

n

∑
i=1

εT
i (t)εi(t) and V2(t) =

1
2

n

∑
i=1

ϖT
i (t)ϖi(t).

Calculating the derivative of V1(t) along the trajectories of
the error system (12), one can get

V̇1(t) =
n

∑
i=1

εT
i (t)ε̇i(t) =

n

∑
i=1

εT
i (t)[−εi(t)+ϖi(t)+ui1(t)]

≤ −
n

∑
i=1

(
1
2
+θi1)εT

i (t)εi(t)+
n

∑
i=1

1
2

ϖT
i (t)ϖi(t)

−ξ
n

∑
i=1

∥εi(t)∥1.

(17)
Similarly, the derivative of V2(t) is

V̇2(t) = −
n

∑
i=1

ϖT
i (t)Φεi(t)−

n

∑
i=1

ϖT
i (t)Ψϖi(t)

+
n

∑
i=1

ϖT
i (t)(A0 +EA∆A(t)FA) f (εi(t))

+
n

∑
i=1

ϖT
i (t)(B0 +EB∆B(t)FB) f (εi(t − τ(t)))

+
n

∑
i=1

ϖT
i (t)Π(t)−h

n

∑
i=1

ϖT
i (t)(

N

∑
j=1

li jϖ j(t)

+γiϖi(t))−
n

∑
i=1

(θi2∥εi(t − τ(t))∥1

+η)ϖT
i (t)sign(ϖi(t))

(18)
By using the Hölder inequality, one can get

n

∑
i=1

−ϖT
i (t)Φεi(t)≤

n

∑
i=1

1
2

ϖT
i (t)ϖi(t)+

n

∑
i=1

1
2

εT
i (t)Φ

2εi(t).

(19)
Under Assumption 1 and 2, one can have

n

∑
i=1

ϖT
i (t)(A0 +EA∆A(t)FA) f (εi(t))

≤
n

∑
i=1

1
2

εT
i (t)εi(t)+

n

∑
i=1

1
2

ρ2(A)l2
i ϖT

i (t)ϖi(t)
(20)

n

∑
i=1

ϖT
i (t)(B0 +EB∆B(t)FB) f (εi(t − τ(t)))

≤
n

∑
i=1

ρ(B)li∥ϖi(t)∥1∥εi(t − τ(t))∥1,
(21)

and

∥Π(t)∥ = ∥EA(∆A(t)−∆1
A(t))FA f (s(t))

+EB(∆B(t)−∆1
B(t))FB f (s(t − τ(t)))∥

≤ 2∥EAFA +EBFB∥M = 2M∥A1 +B1∥.
(22)

Then, one can get that
n

∑
i=1

ϖT
i (t)Π(t) ≤ 2M∥A1 +B1∥

n

∑
i=1

∥ϖi(t)∥1 (23)

and
n

∑
i=1

ϖT
i (t)(

N

∑
j=1

li jϖ j(t)+ γiϖi(t))

= ΩT (H ⊗ IN)Ω ≥ λ1(H)ΩT Ω

= λ1(H)
n

∑
i=1

ϖT
i (t)ϖi(t)

(24)

n

∑
i=1

ϖT
i (t)(θi2∥εi(t − τ(t))∥1 +η)sign(ϖi(t))

=
n

∑
i=1

(θi2∥εi(t − τ(t))∥1∥ϖi(t)∥1 +η∥ϖi(t)∥1)
(25)

Substituting (19)-(25) into (18), one can obtain

V̇ (t) = V̇1(t)+V̇2(t)

≤ −
n

∑
i=1

θi1εT
i (t)εi(t)+

n

∑
i=1

ϖT
i (t)ϖi(t)

−ξ
n

∑
i=1

∥εi(t)∥1 +
n

∑
i=1

1
2

εT
i (t)Φ

2εi(t)

−
n

∑
i=1

ϖT
i (t)Ψϖi(t)+

n

∑
i=1

1
2

ρ2(A)l2
i ϖT

i (t)ϖi(t)

+2M∥A1 +B1∥
n

∑
i=1

∥ϖi(t)∥1 −hλmin(H)

n

∑
i=1

ϖT
i (t)ϖi(t)−

n

∑
i=1

(θi2 −ρ(B)li)∥ϖi(t)∥1∥

εi(t − τ(t))∥1 −η
n

∑
i=1

∥ϖi(t)∥1.

(26)
Under the conditions in Theorem 1, one can get

V̇ (t) ≤ −ξ
n

∑
i=1

∥εi(t)∥1 − (η −2M∥A1 +B1∥)
n

∑
i=1

∥ϖi(t)∥1

≤ −µ(
n

∑
i=1

∥εi(t)∥1 +
n

∑
i=1

∥ϖi(t)∥1)≤−µ(V (t))
1
2

(27)
where µ = min{ξ ,η −2M∥A1 +B1∥}.

Then, based on Lemma 2.3, we could estimate the settling
time T = 2V

1
2 (0)/µ. �

B. Fixed-time synchronization of IMNNs

This subsection investigates the fixed-time synchronization
for IMNNs. The novel controllers ui1(t) and ui2(t) with the
sign function sign(·) are designed as follows: ui1(t) = −ξ sign(εi(t))−θi1εi(t)−νsigq(εi(t)),

ui2(t) = −(θi2∥εi(t − τ(t))∥1 +η)sign(ϖi(t))
−νsigq(ϖi(t))−hγiϖi(t),

(28)
where ν > 0 and q > 1, the other parameters as in the
controller (15).

Theorem 3.2: Suppose Assumption 1 and 2 are satis-
fied and assume there are two constants ρ(A) > 0 and
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ρ(B) > 0 such that ∥A0 + EA∆A(t)FA∥ ≤ ρ(A) and ∥B0 +
EB∆B(t)FB∥ ≤ ρ(B). Then, under the controller (28), the
IMNNs (10) could synchronize with the target trajectory (11)
in a finite time which is independent of the initial values,
if θi1 ≥ 1

2 max1≤i≤n(1 + ci − di)
2, θi2 ≥ ρ(B)li, hλ1(H) ≥

max1≤i≤n(2−di +
1
2 ρ2(A)l2

i ) and η > 2M∥A1 +B1∥. More-
over, the settling time could be estimated by Tmax = 2

µ +
1

ν(q−1) with µ = min{ξ ,η −2M∥A1+B1∥}, q > 1 and ν > 0.
Proof We also consider the same non-smooth Lyapunov
function as the above as follows:

V (t) =V1(t)+V2(t), (29)

where V1(t) =
1
2

n

∑
i=1

εT
i (t)εi(t) and V2(t) =

1
2

n

∑
i=1

ϖT
i (t)ϖi(t).

Then, under the controller (28), calculating the derivative
of V1(t) and V2(t) along the trajectories of the error system
(12), one can get

V̇1(t) =
n

∑
i=1

εT
i (t)ε̇i(t) =

n

∑
i=1

εT
i (t)[−εi(t)+ϖi(t)+ui1(t)]

≤ −
n

∑
i=1

(
1
2
+θi1)εT

i (t)εi(t)+
n

∑
i=1

1
2

ϖT
i (t)ϖi(t)

−ξ ∑n
i=1 ∥εi(t)∥1 −ν

n

∑
i=1

∥εi(t)∥q+1.

(30)
Combining (19)-(25), one can get

V̇2(t) ≤
n

∑
i=1

1
2

ϖT
i (t)ϖi(t)+

n

∑
i=1

1
2

εT
i (t)Φ

2εi(t)

−
n

∑
i=1

ϖT
i (t)Ψϖi(t)+

n

∑
i=1

1
2

εT
i (t)εi(t)

+
n

∑
i=1

1
2

ρ2(A)l2
i ϖT

i (t)ϖi(t)

+
n

∑
i=1

ρ(B)li∥ϖi(t)∥1∥εi(t − τ(t))∥1

+2M∥A1 +B1∥
n

∑
i=1

∥ϖi(t)∥1

−hΩT (H ⊗ IN)Ω−∑n
i=1 θi2∥εi(t − τ(t))∥1∥

ϖi(t)∥1 −
n

∑
i=1

η∥ϖi(t)∥1 −ν
n

∑
i=1

∥ϖi(t)∥q+1.

(31)
Then, one has

V̇ (t) ≤ −ξ
n

∑
i=1

∥εi(t)∥1 − (η −2M∥A1 +B1∥)
n

∑
i=1

∥ϖi(t)∥1 −ν
n

∑
i=1

(∥ϖi(t)∥q+1 −ν
n

∑
i=1

∥εi(t)∥q+1

≤ −µ(
n

∑
i=1

∥ϖi(t)∥1 +
n

∑
i=1

∥εi(t)∥1)

−ν(
n

∑
i=1

∥ϖi(t)∥q+1 +
n

∑
i=1

∥εi(t)∥q+1)

≤ −µ(
n

∑
i=1

ϖT
i (t)ϖi(t)+

n

∑
i=1

εT
i (t)εi(t))

1
2

−ν(
n

∑
i=1

ϖT
i (t)ϖi(t)+

n

∑
i=1

εT
i (t)εi(t))

q+1
2

= −µV
1
2 (t)−νV

q+1
2 (t).

(32)
Then, based on Lemma 2.4, the IMNNs (10) can syn-

chronize with the target trajectory (11) in the fixed time and
Tmax =

2
µ + 1

ν(q−1) . �

Remark 2: In [17], two sufficient synchronization criteria
for IMNNs are obtained without controlling and the syn-
chronization time is not limited. In this paper, two sufficient
conditions for the finite-time and fixed-time synchronization
of IMNNs are achieved by means of the signal function sign.
Moreover, the larger the values of the parameters ξ ,η ,ν ,q,
the shorter the synchronization time.

IV. AN ILLUSTRATIVE EXAMPLE

This section will provide one simulation example to
demonstrate the effectiveness of the theoretical results.

Example: Consider the coupled memristive inertial neu-
ral network system as follows:

d2xi(t)
dt2 = −D

dxi(t)
dt

−Cxi(t)+A(xi(t)) f (xi(t))

+B(xi(t)) f (xi(t − τ(t)))−h
N

∑
j=1

li j

Γ( dx j(t)
dt + x j(t)), i = 1,2,3,4

(33)

and the target trajectory is

d2s(t)
dt2 = −D

ds(t)
dt

−Cs(t)+A(s(t)) f (s(t))

+B(s(t)) f (s(t − τ(t))),
(34)

where D =

(
1.8 0
0 1.9

)
, C =

(
1 0
0 1

)
, Γ =

(
1 0
0 1

)
,

f (xi(t)) = (tanh(xi1(t), tanh(xi2(t))T , τ(t) = et

1+et , and the
connection memristor-based weights matrices are listed as
followed:

A(xi(t)) =
[

a11(xi1) a12(xi2)
a21(xi1) a22(xi2)

]
,

B(xi(t)) =
[

b11(xi1) b12(xi2)
b21(xi1) b22(xi2)

]
,

where the connection weights between memristors are given
as:

a11(x) =
{

1.7, | x |≤ 0.1,
1.5, | x |> 0.1, a12(x) =

{
1.8, | x |≤ 0.1,
1, | x |> 0.1,

(35)

a21(x) =
{

1.2, | x |≤ 0.1,
0.5, | x |> 0.1, a22(x) =

{
0.8, | x |≤ 0.1,
1, | x |> 0.1,

(36)

b11(x) =
{

−1.5, | x |≤ 0.1,
−1.2, | x |> 0.1, b12(x) =

{
1.0, | x |≤ 0.1,
0.8, | x |> 0.1,

(37)

b21(x) =
{

0.8, | x |≤ 0.1,
1, | x |> 0.1, b22(x) =

{
−1.4, | x |≤ 0.1,
−1.6, | x |> 0.1.

(38)
Then, we could calculate that there are ρ(A) = 2.8515 and
ρ(B) = 2.3548 such that ∥A0 + EA∆A(t)FA∥ ≤ ρ(A) and
∥B0 + EB∆B(t)FB∥ ≤ ρ(B). And one can get ∥A1 + B1∥ =
0.702. Moreover, it is easy to verify that the activation func-
tions fi(·) satisfy Assumption 1 with Mi = 1, li = 1, (i= 1,2).
The according Laplacian matrix is considered as follows:

L =


1 0 −1 0
0 1 0 −1
−1 0 2 −1
0 −1 −1 2

 .

The IMNNs cannot synchronize with the target trajecto-
ry without control inputs from the initial values x1(t) =
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(1.1,0.2)T , x2(t)= (0.1,−6.1)T , x3(t)= (6.5,1.2)T , x4(t)=
(2.3,2.1)T , s(t) = (2.5,−2.1)T ∀t ∈ [−1,0).

Pick ξ = 2.5, θi1 = 0.5, θi2 = 2.5, η = 2.5, h = 12
in the controller (33). Let γ1 = γ2 = 1,γ3 = γ4 = 0, that
is, the first and second nodes are pinned. Then, we can
calculate λ1(H) = 0.3820. It can be easily checked that all
the conditions in Theorem 3.1 are satisfied. Therefore, (33)
could synchronize with the target trajectory (34) in a finite
time under the controller (15). The time evolutions of the
synchronization errors are shown in Fig.1 from the initial
values x1(t) = (1.1,0.2)T , x2(t) = (0.1,−6.1)T , x3(t) =
(6.5,1.2)T , x4(t) = (2.3,2.1)T , s(t) = (2.5,−2.1)T ∀t ∈
[−1,0).
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Fig. 1: The dynamics of the errors between (33) and (34)
under the controller (15)

Similarly, under the controller (28), choose the parameters
ξ ,θi1,θi2,η ,h as in the controller (15). The pinned nodes and
the network topology are the same as the above. Apparently,
all the conditions in Theorem 3.2 are still held. Therefore,
(33) could synchronize with the target trajectory (34) in a
finite time which is independent of the initial values. The
time evolutions of the errors are shown in Fig.2 from the ini-
tial values x1(t) = (1.1,0.2)T , x2(t) = (0.1,−6.1)T , x3(t) =
(6.5,1.2)T , x4(t) = (2.3,2.1)T , s(t) = (2.5,−2.1)T ∀t ∈

[−1,0).
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Fig. 2: The dynamics of the errors between (33) and (34)
under the controller (28)

V. CONCLUSION

This paper investigates the finite-time synchronization
and fixed-time synchronization for the CIMNNs with time-
varying delays. To deal with the mismatched state-dependent
parameters, an uncertain interval parametric system is built
with the help of the differential inclusions theory and the
interval matrix theory. Then, we design two novel controllers
with sign function and abtain two sufficient conditions which
could make the CIMNNs synchronize with the target trajec-
tory in the finite and fixed time. Finally, the effectiveness of
the obtained results is illustrated by the numerical simulation
example.
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