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Abstract—One of the data needed is per capita expenditure of sub-district level. The National Socio-Economic Survey (Susenas) obtain per capita expenditure data. However, due to limited samples, Susenas cannot get statistical information down to the sub-district or village level from this survey. Therefore, a model that includes additional data (census data) to estimate sub-district levels uses Small Area Estimation (SAE) modelling. In this study, the Empirical Best Linear Unbiased Prediction (EBLUP) method estimates the per capita expenditure of sub-district levels in Jambi Province in 2018. The EBLUP modelling also applies cluster information to estimate per capita expenditure in the sub-districts that are not surveyed (non-sampled area). The K-Medoids Cluster method is used to get sub-district clusters based on their characteristics. The mean of area random effects per cluster adds to the prediction model for the non-sampled area. This study aims to compare and evaluate the direct estimation method and EBLUP method to estimate sub-district level per capita expenditure based on Relative Root Mean Square Error (RMSRE). The result shows that EBLUP estimation produces more accurate estimates than direct estimation. This research also estimates the per capita expenditure of non-sampled areas using the EBLUP method by applying K-Medoids Cluster information.

Index Terms—Small Area Estimation, EBLUP, K-Medoids Cluster, Per Capita Expenditure

I. INTRODUCTION

BPS-Statistics Indonesia is a Non-Ministerial Government Institution whose role is to provide data for the government and society in Indonesia. There are two types of data collected by BPS: data obtained from censuses or self-conducted surveys (primary data) and data obtained from other institutions (secondary data). The National Socio-Economic Survey (Susenas) is a survey with a household approach carried out by BPS. This survey collects household social and economic information, including monthly per capita expenditure data. The survey conducts twice a year; the March Susenas produces regency/municipality estimation and the September Susenas for the province estimation. Susenas can obtain the minor estimate, which is the regency/municipality estimation number. However, due to limited samples, Susenas cannot get statistical information down to the sub-district or village level from this survey.

The studies that examine the process of estimating or predicting values for each sub-district in Indonesia include: Jaya et al. [1] who predicted malaria risk for each sub-district in Bandung City using a spatial model. In addition, Jaya and Chadidjah [2] compared the simultaneous (SAR) and conditional autoregressive (CAR) models for the number of diarrhea cases in each sub-district in Bandung City. However, apart from having a spatial relationship between sub-districts, all sub-districts must be surveyed for the two methods used in these studies. Thus, this study estimates each sub-district value in Indonesia using the Small Area Estimation (SAE) method.

According to Giusti et al. [3], the solution to provide data to the smallest level is by increasing the sample size so that the direct estimation method becomes more reliable or using the Small Area Estimation (SAE) method. However, increasing the sample size will increase the survey cost, so the SAE method is more likely to be an alternative solution for the problem. There are several methods in SAE, including Best Linear Unbiased Prediction (BLUP), Empirical Best Linear Unbiased Prediction (EBLUP), Empirical Bayes (EB), and Hierarchical Bayes (HB). The BLUP and EBLUP methods are limited to continuous response variables, while EB and HB can be used more broadly for continuous, binary, or count response variables [4].

There are several studies on estimating per capita expenditure. Salma et al. [5] estimated per capita expenditure of sub-districts using the Robust EBLUP method in Bogor Regency. Ubsaidillah et al. [6] conducted a Multivariate Fay-Herriot model for small area estimation applied to Indonesia’s household consumption per capita expenditure. Dedianto and Wulansari [7] carried out the study using the Pseudo EBLUP method in estimating household expenditure in East Java Province. In this study, the researchers use the EBLUP method to add cluster information for per capita expenditure data based on the March 2018 Susenas results.

In Indonesia, 575 sub-districts were not surveyed in the March 2018 Susenas. In Jambi, two sub-districts were not
selected as samples. Then problems arise when estimating parameters for sub-districts that are not surveyed (non-sampled area). The standard EBLUP estimation method for the non-sampled area uses the global synthetic model. The synthetic model ignores the area's random effects because there are no random effects in non-sampled areas [8]. The absence of area random effects in the synthetic model causes a bias in estimating non-sampled areas.

Previous studies used cluster information to estimate the parameters in non-sampled areas. Anisa [9] stated that the addition of cluster information in the model provides small Relative Bias (RB) and Relative Root Mean Square Error (RRMSE). Wahyudi et al. [10] compared some cluster methods and concluded that the Ward method was better. The simulation study conducted by Susanti et al. [11] concluded that the cluster method was better than the Nearest Neighbor (NN) method since it provided a smaller Absolute Relative Bias (ARB) and RRMSE. There has been no research on the EBLUP method with K-Medoids Cluster information for actual data compared with the direct estimation method.

Based on the explanation above, this study compares the direct estimation method and the EBLUP method in estimating per capita expenditure of sub-districts in Jambi based on RRMSE. In addition, this research also estimates the per capita expenditure of non-sampled areas using the EBLUP method by applying K-Medoids Cluster information.

II. METHODS

A. Data

This study uses secondary data from BPS-Statistics Indonesia, which are:
1. The response variable, which is the per capita expenditure of sub-districts in Jambi Province (139 sub-districts) from the March Susenas 2018.
2. Facility and infrastructure data available in sub-districts in Jambi Province (141 sub-districts) from the 2018 Village Potential Census (Podes) as predictor variables.

This research is a case study for all sub-districts in regencies/municipalities in Jambi in 2018. The open-source R software conducts the data processing. The research variables are presented in Table I.

B. Direct Estimation Method

According to Rao and Molina [4], in the survey context, direct estimation estimates population parameters in an area based only on samples in that area. Per capita expenditure from a sub-district is calculated using the formula:

$$\hat{Y}_i = \frac{\sum_{j=1}^{m} w_{ij} \hat{y}_{ij}}{\sum_{j=1}^{m} w_{ij}}$$

where:
- $\hat{Y}_i$: the per capita expenditure in $i$-th sub-district,
- $\hat{y}_{ij}$: $j$-th household per capita expenditure in $i$-th sub-district,
- $w_{ij}$: $j$-th household weighting factor in $i$-th sub-district obtained from Susenas sampling design,
- $m_i$: the number of households in $i$-th sub-district,
- $m$: the number of sub-districts.

The direct estimation variance formula is defined as follows:

$$\text{var} (\hat{Y}_i) = \frac{\sum_{j=1}^{m} w_{ij}^2 (\hat{y}_{ij} - \hat{Y}_i)^2}{\left(\sum_{j=1}^{m} w_{ij}\right)^2}.$$  

According to Hindmarsh [13], the direct estimation $\hat{Y}_i$ is an unbiased estimator so that $\text{MSE}(\hat{Y}_i) = \text{var}(\hat{Y}_i)$.

An estimator for the parameter of a sub-population can be obtained directly based on samples in that sub-population (direct estimator) [14]. However, that estimator is unbiased but has a large variance because the sample size is small. Therefore, the small area estimation method with the indirect estimation can be an alternative solution.

C. Small Area Estimation (SAE)

Small Area Estimation (SAE) can improve the sample size of surveys by borrowing the strength of neighboring areas and the relation between auxiliary/predictor variables and the variables of interest [4]. Therefore, the availability of the data from predictor variables will significantly determine success in making the SAE model. Based on the availability of predictor variables, the SAE model is divided into two types, which are:

i) Area level model, used when predictor variables are available only at the area level. This model uses the response variable obtained from direct estimation in small areas and the basic area level of predictor variables. This model is called the Battese, Harter, and Fuller model.

ii) Unit level model, used when information is available at the unit level for both response and predictor variables. This model is known as the Fay-Herriot model.

D. Empirical Best Linear Unbiased Prediction (EBLUP)

This research uses the basic area level of the Empirical Best Linear Unbiased Prediction (EBLUP) method. The
estimation method is Restricted Maximum Likelihood (REML) which assumes normality. According to Rao and Molina [4], the REML method produces an unbiased parameter estimation, so the parameter estimation in this study uses the REML methods. Therefore, area-based EBLUP can be written as follows:

\[ y_i = x_i^T \beta + z_i \theta + e_i \]  

(3)

The equation (3) is known as the Fay-Herriot model with \( z_i = 1 \). Rao and Molina [4] stated the EBLUP estimator as follows:

\[ \hat{\beta} = \left( \sum_{i=1}^{n} x_i^T X_i \right)^{-1} \sum_{i=1}^{n} x_i^T y_i \]

(5)

\[ \hat{\theta} = \hat{\beta} \]

(6)

\[ \hat{e}_i = \frac{x_i^T \hat{\beta}}{x_i^T x_i} \]

(7)

where \( \hat{\beta} \) is the regression coefficient of the resulting model.

Mean Square Error (MSE) is used to see the estimation accuracy of the resulting model. The Mean Square Error (MSE) of the EBLUP model is [4]:

\[ \text{MSE}(\hat{\mu}) = g_{1i}(\hat{\sigma}_\theta^2) + g_{2i}(\hat{\sigma}_\epsilon^2) + 2g_{3i}(\hat{\sigma}_\epsilon^2) \]

(8)

where:

\[ g_{1i}(\hat{\sigma}_\theta^2) = \frac{x_i^T \hat{\theta}}{x_i^T x_i} \]

(9)

\[ g_{2i}(\hat{\sigma}_\epsilon^2) = \frac{(1 - \hat{\theta})^2 x_i^T \left( \frac{1}{x_i^T x_i} \right)^{-1} \sum_{j=1}^{n} x_j^T x_j \} x_i \]

(10)

\[ g_{3i}(\hat{\sigma}_\epsilon^2) = \frac{1}{\left( x_i^T x_i \right)^2} \hat{\theta} \]

(11)

and \( \hat{\theta} \) is an asymptotic variance of \( \hat{\sigma}_\epsilon^2 \).

The steps of the research using the EBLUP method were as follows:

1. Conducting a direct estimation for the response variable \( y_i \) for 139 of 141 sub-districts in Jambi, as in equations (1) and (2) for the variance \( y_i \)
2. Estimating the variance component \( \hat{\sigma}_\theta^2 \) using the REML method through the fisher scoring iteration procedure. The estimation process uses R software with the "sae" package.
3. Estimating \( \hat{\beta} \) according to equations (5) and \( \hat{\theta} \) according to equation (6).
4. Selecting predictor variables using the backward elimination method with the following procedure:

a. Modelling all predictor variables in the EBLUP model based on the values of \( \hat{\beta} \) and \( \hat{\theta} \) obtained from step 3.
b. Excluding predictor variables with p-values exceeding 0.05 in stages, then modelling again.

c. Selecting and setting the predictor variables used in the model based on the smallest AIC value.

5. Testing the normality assumption of residual; the response variable transforms if it is not normal. Then repeating steps 2 to 4 with the transformed data. In this study, \( Y \) is transformed into lognormal.

6. Estimating the log of per capita expenditure in each sub-district (\( \hat{\mu}_i \)) according to equations (4) using selected predictor variables.

7. Calculating the EBLUP MSE (MSE(\( \hat{\mu}_i \))) according to equation (7) using the "sae" package.

A reverse transformation is performed after obtaining an estimated log of per capita expenditure for each sub-district. Because an actual estimator for the mean is expected in the \( i \)-th area, the lognormal distribution is used to reverse the equation (4) [15]. Furthermore, it assumes that \( \hat{\mu}_i \) has a normal distribution. So, the actual value estimator for the mean or the logarithmic transformation estimator EBLUP (\( \hat{\mu}_i^{E B L U P} \)) in the \( i \)-th area is [15]:

\[ \hat{\mu}_i^{E B L U P} = \exp \left( \hat{\mu}_i + \frac{1}{2} \text{MSE}(\hat{\mu}_i) \right) \]

(8)

where \( \text{MSE}(\hat{\mu}_i) \) is an estimator for Mean Square Error (MSE) of \( \hat{\mu}_i \).

The MSE estimator for the mean estimator in equation (8) can be obtained as follows:

\[ \text{MSE}(\hat{\mu}_i^{E B L U P}) = e^{\text{MSE}(\hat{\mu}_i)} (e^{\text{MSE}(\hat{\mu}_i)} - 1) e^{2\hat{\mu}_i} \]

(9)

E. Relative Root Mean Square Error (RRMSE)

Relative Root Mean Square Error (RRMSE) values can compare direct and indirect estimation results. However, according to Kish [16], the absolute value of the variance from several measurements cannot be used directly for comprising each other.

A measurement comparison result would be more meaningful if presented in the relative form as the coefficient of variation (RRMSE). RRMSE values are obtained according to the following formula:

\[ \text{RRMSE}(\hat{\theta}_i) = \frac{\sqrt{\text{MSE}(\hat{\theta}_i)}}{\hat{\theta}_i} \times 100\% \]

(10)

where \( \hat{\theta}_i \) is the parameter to be estimated.

F. EBLUP with Cluster Information

Model is developed by adding the \( k \)-th cluster information to the EBLUP model to estimate the non-sampled area. The cluster technique used in this study is the K-Medoids Cluster. According to Patel and Singh [17], the K-Medoids Cluster is suitable for extensive data containing outliers.

In this study, the sampled and non-sampled areas are grouped based on the selected X variables (eight variables).
Then in the sampled area, the random effects of the area obtained from step (3) of the EBLUP method calculation are averaged per cluster. Finally, the mean of area random effects per cluster is entered into the model to estimate area random effects for the non-sampled area.

The mean of area random effects per cluster is as follows:

$$\bar{\nu}_{(k)} = \frac{1}{m_k} \sum_{i=1}^{m_k} \hat{\nu}_i$$  \hspace{1cm} (11)$$

where \( m_k \) is the number of sample areas on the \( k \)-th cluster. Prediction model for non-sampled area is as follows:

$$\hat{\mu}_{i+k} = \mathbf{x}_{i+k}' \mathbf{\hat{\beta}} + \hat{\nu}_{(k)}$$  \hspace{1cm} (12)$$

with \( i = k \) is the non-sampled area on the \( k \)-cluster and \( \hat{\nu}_{(k)} \) is the average area random effects on the \( k \)-th cluster.

The steps of estimating the non sampled sub-districts were as follows:

1. Applying the K-Medoids Cluster method to the sub-district’s population data. All sub-districts are grouped into four clusters based on selected predictor variables, using the “ClusterR” package.
2. In the sampled area, the known components \( \hat{\nu}_i \) are averaged in each cluster according to equation (11).
3. Estimating per capita expenditure logs in the non-sampled area using the EBLUP model by adding cluster information \( (\hat{\mu}_{i+k}) \) according to equation (12).

III. DATA ANALYSIS AND RESULTS

The EBLUP estimator uses a linear mixed model in its estimation [15]. The linear mixed model assumes a normal distribution, so the EBLUP model’s residual must have a normal distribution. Based on Figure 1.a., the boxplot of the residual is asymmetrical. The Anderson-Darling normality test results in a significance value of 0.00008, meaning that the residuals are not normal distribution with a level significance of 5%.
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The \( Y \) variable transforms into a lognormal (log) to have a normal residual distribution. In Figure 1.b. it appears that the distribution of residual after transformation is symmetrical and does not extend to the right. The Anderson-Darling normality test results in a significance value of 0.6608, meaning that the residual follows the normal distribution at the 5% significance level.

A. Selection of Predictor Variables

After identifying the distribution of the response variable, the next step is selecting predictor variables using the EBLUP model with a backward elimination procedure. This procedure, modelling, begins by using all the predictor variables into the model. Then the modelling is done again by eliminating insignificant parameters with a 5% significance level.

The best model based on the parameter significance value and the smallest AIC is model 4. Therefore, model 4 is the best model for constructing per capita expenditure estimates of sub-district levels in Jambi Province. Eight predictor variables in Model 4, namely the number of population \( (X_1) \), number of colleges \( (X_2) \), school facility ratio \( (X_3) \), number of polyclinics \( (X_4) \), doctor coverage \( (X_5) \), health worker coverage \( (X_6) \), disability coverage \( (X_7) \), and midwife ratio \( (X_8) \).

EBLUP modelling involves all predictor variables (Table II) and eight significant predictor variables generated in the model. Furthermore, modelling is carried out by gradually releasing insignificant variables evaluated based on the AIC value, as shown in Table III.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Coefficient Value</th>
<th>Standard Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0 )</td>
<td>13.634</td>
<td>0.209</td>
<td>65.178</td>
<td>0.000*</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-6.439e-06</td>
<td>1.955e-06</td>
<td>-3.294</td>
<td>0.001*</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>-9.381e-06</td>
<td>6.956e-05</td>
<td>-0.135</td>
<td>0.893</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>0.065</td>
<td>0.023</td>
<td>2.856</td>
<td>0.004*</td>
</tr>
<tr>
<td>( \beta_4 )</td>
<td>0.700</td>
<td>0.312</td>
<td>2.245</td>
<td>0.025*</td>
</tr>
<tr>
<td>( \beta_5 )</td>
<td>0.011</td>
<td>0.007</td>
<td>1.628</td>
<td>0.104</td>
</tr>
<tr>
<td>( \beta_6 )</td>
<td>0.012</td>
<td>0.003</td>
<td>3.767</td>
<td>0.000*</td>
</tr>
<tr>
<td>( \beta_7 )</td>
<td>4.410e-04</td>
<td>2.709e-04</td>
<td>1.628</td>
<td>0.104</td>
</tr>
<tr>
<td>( \beta_8 )</td>
<td>3.908e-05</td>
<td>1.400e-05</td>
<td>2.792</td>
<td>0.005*</td>
</tr>
<tr>
<td>( \beta_9 )</td>
<td>-0.002</td>
<td>5.933e-04</td>
<td>-2.798</td>
<td>0.005*</td>
</tr>
<tr>
<td>( \beta_{10} )</td>
<td>5.631e-04</td>
<td>3.437e-04</td>
<td>1.638</td>
<td>0.101</td>
</tr>
<tr>
<td>( \beta_{11} )</td>
<td>1.121</td>
<td>0.416</td>
<td>2.696</td>
<td>0.007*</td>
</tr>
<tr>
<td>( \beta_{12} )</td>
<td>0.002</td>
<td>0.001</td>
<td>1.603</td>
<td>0.109</td>
</tr>
<tr>
<td>( \beta_{13} )</td>
<td>-1.945e-04</td>
<td>9.980e-05</td>
<td>-1.949</td>
<td>0.051</td>
</tr>
<tr>
<td>( \beta_{14} )</td>
<td>-0.004</td>
<td>0.002</td>
<td>-1.711</td>
<td>0.087</td>
</tr>
<tr>
<td>( \beta_{15} )</td>
<td>-0.004</td>
<td>0.004</td>
<td>-0.927</td>
<td>0.354</td>
</tr>
</tbody>
</table>

Note: * significant at the 0.05 significance level

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor Variables Candidates</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8 )</td>
<td>-16.21</td>
</tr>
<tr>
<td>2</td>
<td>( X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_{10}, X_{12}, X_{24} )</td>
<td>-19.30</td>
</tr>
<tr>
<td>3</td>
<td>( X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_{10}, X_{12}, X_{24}, X_{29} )</td>
<td>-19.10</td>
</tr>
<tr>
<td>4</td>
<td>( X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_{10}, X_{12}, X_{24}, X_{29}, X_{31}, X_{35} )</td>
<td>-19.63</td>
</tr>
</tbody>
</table>

B. EBLUP Model

Based on Table IV, all predictor variables are significant in the model. There are two predictor variables, which are the number of population \( (X_1) \) and the health worker coverage \( (X_6) \), which have a negative relationship (not unidirectional) with sub-district per capita expenditure. In
comparison, six other predictor variables have a positive (unidirectional) relationship. So, the EBLUP model obtained is:

$$\log(\bar{y}) = 13.3289 - 5.8557 \times 10^{-06} X_{21} + 0.0609 X_{11}$$
$$+ 0.9279 X_{31} + 0.0088 X_{32} + 3.4252 \times 10^{-06} X_{33}$$
$$- 0.0016 X_{41} + 6.4263 \times 10^{-04} X_{42}$$
$$+ 1.1506 X_{51} + 0.00$$  \tag{14}

Equation (14) explains that the log per capita expenditure in each sub-district in Jambi Province will be higher if universities, school facilities, polyclinics, doctors, people with disabilities, and midwives are included. Conversely, the log per capita expenditure for each sub-district in Jambi will be lower with more population and health workers.

**C. EBLUP Model Diagnostics**

After obtaining the best EBLUP model and estimating per capita expenditure for each sub-district, the next step is to conduct a diagnostic model by examining the assumption of normality in the residuals and area random effects. Normality test through visualization of normal Q-Q plot is shown in Figure 3. The figure shows that the residual points are along the main diagonal line, so the residual and area random effects are normally distributed.

The normality test uses the Anderson-Darling test. The p-value for the residuals is 0.661, while the random effect of the area is 0.699. It concludes that the two variables are normal distribution. It means that the EBLUP model used in this study has met the assumptions of normality of residuals and area random effects.

**D. RRMSE Direct Estimation and EBLUP Model Comparison**

Figure 4 shows that the EBLUP model gives a lower RRMSE than direct estimation. The RRMSE of the EBLUP model has a value of less than 25% in all sub-districts. On the other hand, the RRMSE of direct estimation has a very high value for Bathin II Pelayang and Tabir Ilir.

The RRMSE comparison between direct estimation and the EBLUP method is present in Figure 5. Based on the boxplot, direct estimation has a more comprehensive RRMSE range than the EBLUP method. Although there are
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**The Estimation of EBLUP Parameters with Selected Predictor Variables**

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Coefficient Value</th>
<th>Standard Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>13.329</td>
<td>0.072</td>
<td>186.377</td>
<td>0.000*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-5.856e-06</td>
<td>1.607e-06</td>
<td>-3.645</td>
<td>0.000*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.061</td>
<td>0.023</td>
<td>2.698</td>
<td>0.007*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.928</td>
<td>0.277</td>
<td>3.357</td>
<td>0.001*</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.009</td>
<td>0.003</td>
<td>3.353</td>
<td>0.001*</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>3.425e-05</td>
<td>1.367e-05</td>
<td>2.505</td>
<td>0.012*</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>-0.002</td>
<td>5.521e-04</td>
<td>-2.844</td>
<td>0.005*</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>6.426e-04</td>
<td>3.239e-04</td>
<td>1.984</td>
<td>0.047*</td>
</tr>
<tr>
<td>$\beta_8$</td>
<td>1.151</td>
<td>0.391</td>
<td>2.947</td>
<td>0.003*</td>
</tr>
</tbody>
</table>

Note: * significant at the 0.05 significance level
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**Fig. 2. Per Capita Expenditure Estimation (Rupiah) of Sub-district Level Using Direct Estimation Method and EBLUP Method**

Then the reverse transformation on per capita expenditure per sub-district is calculated using equation (9). The results of per capita expenditure for each sub-district which are transformed back are then compared with the results of direct estimation, as shown in Figure 2. In Figure 2, the per capita expenditure estimation using the EBLUP method is lower than the direct estimation method.
still outliers in both methods, outliers in the EBLUP model are pretty close to the boxplot tail. Thus, the EBLUP method produced a smaller diversity than the direct estimation method.

The third cluster has the smallest average population, limited school and health facilities, low health workforce coverage, and most sub-districts in this cluster are areas with challenges to access. Finally, the fourth cluster includes sub-districts with the most buildings along the river, where most of the population are engaged in agriculture and plantations.

After forming the sub-district clusters, the next step is to use the known components $\hat{\beta}_k$ then average per cluster. As shown in Table VI, information of $\hat{\beta}_k$ is then entered into the EBLUP model as an estimator of the area random effects for non-sampled sub-districts.

The two non-surveyed sub-districts in this study are Pangkalan Jambu and Jujuhan Ilir. These sub-districts are a member of the third cluster. The estimations of per capita expenditure from EBLUP modelling with additional cluster information are in Table VII. Based on Table VII, the per capita expenditure estimation for Pangkalan Jambu is Rp. 656,725 and Jujuhan Ilir is Rp. 775,570.

### TABLE V

<table>
<thead>
<tr>
<th>Sub-Districts Grouping in Jambi with K-Medoids Cluster</th>
<th>Cluster Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Danau Kerinci, Air Hangat Timur, Depati VII, Kayu Aro, Gunung Tujuh, Bahar Selatan, Sungai Gelam, Kumpet, Maro Sebo, Taman Rajo, Geragai, Bathin III, Danai Teluk</td>
</tr>
<tr>
<td>2</td>
<td>Bangko, Sarolangun, Muara Bulian, Jambi Luar Kota, Tungkal Ilir, Rimbo Bujang, Rimbo Tengah, Kota Baru, Alam Barajo, Jambi Selatan, Paal Merah, Jelutung, Talanaipur, Danau Sinip, Jambi Timur</td>
</tr>
</tbody>
</table>

### TABLE VI

<table>
<thead>
<tr>
<th>Clusters</th>
<th>$\hat{\beta}_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0569</td>
</tr>
<tr>
<td>2</td>
<td>-0.0345</td>
</tr>
<tr>
<td>3</td>
<td>-0.0153</td>
</tr>
<tr>
<td>4</td>
<td>0.0258</td>
</tr>
</tbody>
</table>
TABLE VII
PER CAPITA EXPENDITURE ESTIMATION IN NON-SAMPLED AREA

<table>
<thead>
<tr>
<th>Sub-district</th>
<th>Per Capita Expenditure (Thousand Rupiah)</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pangkal Jambu</td>
<td>656.725</td>
<td>3</td>
</tr>
<tr>
<td>Jujunan Ilir</td>
<td>775.570</td>
<td>3</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

A. Conclusion

Estimating sub-districts per capita expenditure using the EBLUP method generates smaller RRMSE than the direct estimation method. It concludes that this method can improve the estimation parameters obtained using the direct estimation method. Besides, per capita expenditure in non-surveyed sub-districts can be obtained using the EBLUP method with cluster information.

B. Suggestion

The model used in this study is the area level model (Fay-Herriot). The variable of interest is continuous data transformed into a normal distribution. Further research can be done with a unit-level model with no normal distribution or using SAE robust techniques.

In estimating non-sample sub-districts with cluster information, further development of other SAE models can use cluster information. In addition, other cluster techniques can also be developed for further research, for example, using fuzzy clustering techniques.
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