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Abstract—In order to protect the privacy of audio signals stored on third-party servers, a watermarking scheme for encrypted audio is proposed. We define an audio feature signal energy ratio and propose an audio encryption method, containing scrambling and sample value mapping. We use frame number to generate watermark and give the embedding method by quantifying signal energy ratio feature. Experimental results show that, for watermarked audio being attacked, the scheme can locate the attacked frame. Based on the location results, we use 0 amplitude samples to substitute the attacked frames and decrypt the audio signal. The 0 amplitude signals can be dispersed to different parts after anti-scrambling and do not influence the expressed meaning of original signal. In this sense, the scheme can recover the meaning of the attacked audio to some extent.

Index Terms—Digital watermark, encrypted audio, content authentication, tamper recovery

I. INTRODUCTION

The popularity of high-speed network provides convenience for people to store audio data on third-party storage centers. However, for data owners, the third-party servers are not within their trusted domains, and their sensitive data face serious security threats[1]. Generally, audio data involves sensitive information such as personal or business secret, and they are usually encrypted before uploading. If the audio data stored in the third party is modified by the attacker, the audio data downloaded by the user will not get the desired information. The data loss incidents of third-party servers appear from time to time [2], [3].

In recent years, many image encryption algorithms based on chaotic systems have emerged [4]-[7]. Reference [4] proposed a chaos-based image encryption system by introducing the diffusion effect in the permutation phase to reduce the overall encryption time. In order to enhance the complexity of the system and the size of the key space, multiple chaotic systems were chosen to be superimposed to increase the difficulty of breaking the encryption system[5]-[7].

There are relatively few audio encryption schemes based on chaotic systems [8], [9]. Reference [8] introduced a three dimensional chaotic systems. Then a lossless audio encryption scheme was introduced utilizing the proposed chaotic maps. Reference [9] proposed an audio encryption scheme based on a substitution-permutation algorithm using DNA encoding. Experimental results demonstrated that the scheme can resist the chosen cipher text and chosen-plaintext attacks.

It is true that chaotic system plays an important role in image and audio encryption. However, the chaotic system is different from cryptography. The reason is that, the phase space of chaotic system is in a continuous real number domain and cryptography is usually defined over a finite discrete domain. These may produce dynamical performance degradation during digital implementation due to the finite accuracy of computers [10], [11].

In order to improve the security of encrypted audio signal based on chaotic system, we encrypt the audio signal based on a chaotic system firstly. Then we embed watermark into the encrypted signal before uploading. For the signals in third-party storage centers being attacked, the method can locate the attacked segment and recovery the attacked signals. We define the energy ratio feature of audio signal and analyze the properties of the feature. A pseudo-random sequence is divided into different sets, and each set is mapped onto the corresponding frame number. The set and frame number are all regarded as watermark and embedded. The set as the identification of each frame is used to locate the watermarked and attacked segments precisely. Theoretical analysis and experimental results demonstrate that, the encryption method can provide a certain degree of security for speech signal. The watermarked audio is inaudible, and the embedding method has the ability of identifying tamper location precisely and a good tamper recovery capacity.

The organization of this paper is as follows. Section II introduces the signal energy ratio, including the definition and properties. Section III describes the scheme proposed. Section IV analyzes the performance of the algorithm theoretically, security and tamper location ability. Finally, we summarize the conclusion in section V.
II. SIGNAL ENERGY RATIO

Watermarking schemes based on public features are vulnerable to substitution attack [12], such as the embedding method based on signal energy [13]. In order to improve the security of watermark embedding, we define the signal energy ratio feature and give a watermark embedding method based on the feature.

A. Signal Energy Ratio Feature

We denote $X = \{x(i), 1 \leq i \leq N\}$ and $Y = \{y(i), 1 \leq i \leq N\}$ are the two different audio signals, where $x(i)$ and $y(i)$ represent the $i$-th sample of $X$ and $Y$. We define the energy ratio of $X$ to $Y$ by

$$\text{ER}(X,Y) = 1000 \log 2 \left(1 + \frac{\sum_{i=1}^{N} x(i)^2}{\sum_{i=1}^{N} y(i)^2} \right)$$  \hspace{1cm} (1)

In Eq. (1), $\text{ER}(X,Y)$ represents the energy ratio of $X$ to $Y$, $\sum_{i=1}^{N} y(i)^2 \neq 0$ and the unit of $\text{ER}(X,Y)$ is dB.

--- First, $\text{ER}(X,Y)$ reflects the difference of the energy between $X$ and $Y$. The closer $\text{ER}(X,Y)$ is to 1000, the smaller the differences of the energies between $X$ and $Y$ is. On the contrary, the farther $\text{ER}(X,Y)$ is to 1000, the more the difference of the energies between $X$ and $Y$ is.

--- Second, $\text{ER}(X,Y) \geq 0$, under the condition that the signal $Y$ is invariable, a higher value of $\text{ER}(X,Y)$ indicates a larger energy of $X$.

B. Watermark Quantization Method based on Signal Energy Ratio

We denote $E = \text{ER}(X,Y)$, which represents the energy ratio of $X$ to $Y$. The audio signal $X$ after quantization is recorded as $Q$. $Q = \{q(i), 1 \leq i \leq N\}$, where $q(i)$ is the $i$-th sample. Based on Eq. (1), we can get

$$\sum_{i=1}^{N} x(i)^2 = \left(\frac{E}{1000} - 1\right) \cdot \sum_{i=1}^{N} y(i)^2$$  \hspace{1cm} (2)

$$\sum_{i=1}^{N} q(i)^2 = \left(\frac{E}{1000} - 1\right) \cdot \sum_{i=1}^{N} y(i)^2$$  \hspace{1cm} (3)

Combining the Eq. (2) and Eq. (3) we have

$$\sum_{i=1}^{N} q(i)^2 = \frac{E}{1000} - 1$$\hspace{1cm} (4)

Then we can get the relationship between $q(i)$ and $x(i)$, see Eq. (5). Based on Eq. (5), we can obtain samples of the watermarked audio signal according to the quantized features.

$$q(i) = x(i) \times \sqrt{\frac{E}{1000} - 1}$$  \hspace{1cm} (5)

III. THE SCHEME

A. Watermark Embedding

We denote $X$ as the original signal containing $L$ sample points, $X = \{x_{1,l}, 1 \leq l \leq L\}$.

1) Frame and segmentation: we cut $X$ into $N$ non-overlapping frames and denote $X_{i}$ as the $i$-th frame, $X_{i} = \{x_{i,j}, 1 \leq j \leq L/N\}$.

2) Pseudo-random sequence generation: we generate two pseudo-random sequences, denoted by $Y^{1} = \{y^{1}_{i} \mid i = 1, 2, \ldots, L\}$ and $Y^{2} = \{y^{2}_{i} \mid i = 1, 2, \ldots, L/N\}$. The element of $Y^{1}$ can be obtained by the logistic chaotic mapping shown in Eq. (6), using the initial value $k_{i}$. And the element of $Y^{2}$ can be generated in the same way using the initial value $k_{j}$.

$$y^{1}_{i} = \mu y^{1}_{i-1} (1 - y^{1}_{i-1}), y_{0} = k_{i}$$  \hspace{1cm} (6)

where $k_{i}$ is the key of the watermarking system. $\mu$ is the logistic parameter, $0 \leq \mu \leq 4$. Under the condition that $3.5699 \leq \mu \leq 4$, the sequence generated by Eq. (6) is a pseudo-random distribution state, especially when the value of $\mu$ is close to 4. In this paper, $3.5699 \leq \mu \leq 4$.

3) Encryption: we cut $Y^{1}$ into $P$ non-overlapping frames and denote $Y^{1}_{i}$ as the $i$-th frame, $Y^{1}_{i} = \{y^{1}_{i,j}, 1 \leq j \leq L/N\}$.

Then we encrypt each frame of $X$ and denote the encrypted signal as $Z_{i} = \{z_{i,j}, 1 \leq j \leq L/N\}$, where $z_{i,j} = x_{i,j} \times y^{1}_{i,j}, 1 \leq j \leq N$.

4) Watermark generation: in this paper each frame number is used to generate watermark embedding into the correspond frame. It is worth noting that the frame number $i$ not only identifies the audio signal of the $i$-th frame, $X_{i}$, but also represents the pseudo-random sequence of the $i$-th segment $Y_{i}$, see Eq. (7).

$$X_{i} = \{x_{i,j}, 1 \leq j \leq L/N\} \Leftrightarrow i \Rightarrow Y_{i} = \{y^{1}_{i,j}, 1 \leq j \leq L/N\}$$  \hspace{1cm} (7)

We denote $W_{i}$ as the watermark being embedded into the $i$-th frame. $W_{i} = \{w_{i,m}, 1 \leq m \leq M\}$ can be obtained by the Eq. (8).

$$w_{i,m} = \left[i/10^{m-1}\right] \text{mod} 10$$  \hspace{1cm} (8)

5) Embedding: We take the first frame as an example to introduce the watermark embedding method.

---First, we cut the first frame $Z_{1}$ into $2M$ segments. We do a similar operation on $Y^{2}$. Then $Z_{1}$ can be re-expressed as $Z_{1} = \{Z_{1,1}, Z_{1,2}, \ldots, Z_{1,2M}\}$, and $Y^{2}$ can be re-expressed as $Y^{2} = \{Y^{2}_{1}, Y^{2}_{2}, \ldots, Y^{2}_{2M}\}$.

---Second, we select $Z_{1,1}, Z_{1,2}, Z_{1,3}$ and $Y^{2}_{1}, Y^{2}_{2}, Y^{2}_{3}$ to calculate energy ratio, denoted by $\text{ER}_{1,1}$, $\text{ER}_{1,2}$, $\text{ER}_{1,3}$, respectively.

---Third, we select the value of $\text{ER}_{1,1}$, $\text{ER}_{1,2}$ and $\text{ER}_{1,3}$
and denote by \( V_i = [\text{ER}_{i,1}] \mod 10 \), \( V_i = [\text{ER}_{i,2}] \mod 10 \) and \( V_i = [\text{ER}_{i,3}] \mod 10 \), using the watermark \( w_{1,1}, w_{1,2} \) and \( w_{1,3} \) to substitute the value of \( V_i \), \( V_i \) and \( V_i \). Then the quantified energy ratio is denoted by \( \text{QER}_{i,1} \), \( \text{QER}_{i,2} \) and \( \text{QER}_{i,3} \). As an example, we assume \( \text{ER}_{i,1} = 53.68 \), \( w_{1,1} = 2 \) then we get \( V_i = 3 \), and \( \text{QER}_{i,1} = 53.68 \). Based on the quantified energy ratio \( \text{QER}_{i,1} \), we can embed \( w_{1,1} \) into \( Z_{1,1} \), and get the watermarked signal denoted by \( QZ_{1,1} \), using the Eq. (9).

\[
q_{z_{i,j}} = z_{i,j} \times \left( \frac{\text{QER}_{i,j}}{10^{-m} - 1} \right), \quad 1 \leq j \leq L/2MN
\]  

(9)

where \( z_{i,j} \) and \( q_{z_{i,j}} \) represent the sample of original \( Z_{1,1} \) and watermarked signal \( QZ_{1,1} \). Using the same method we can embed \( w_{1,2} \) and \( w_{1,3} \) into \( Z_{1,2}, Z_{1,3} \), and embed \( w_{1,1}, w_{1,2} \) and \( w_{1,3} \) into \( Z_{1,4}, Z_{1,5} \) and \( Z_{1,6} \).

6) Repeating the above steps, we can embed other frame number into other frames. The process of watermark generation and embedding is shown in Fig. 1.

---

**B. Authentication**

Suppose \( WZ = [w_{1,1}], 1 \leq l \leq WL \) as the WL length watermarked signal in encrypted domain, downloaded from third-party servers. In general, we start the forensics from the first frame. We take the first frame as an example to introduce the forensics method.

1) Frame and segmentation: using the method in section III, we cut \( WZ \) into \( L/N \) length frame and denote the first frame as \( WZ_1 \). Then we divide the first frame \( WZ_1 \) into \( 2M \) segments, and we can re-express \( WZ_i \) as \( WZ_i = \{WZ_{i,1,1}, WZ_{i,1,2}, \ldots, WZ_{i,1,M} \} \).

2) Features calculation: we calculate the energy ratio feature of \( WZ_i = \{WZ_{i,1,1}, WZ_{i,1,2}, \ldots, WZ_{i,1,M} \} to

\[
Y^2 = \{Y_{i,1}^2, Y_{i,2}^2, \ldots, Y_{i,M}^2\}
\]

for each segment. And we denote the feature as \( \text{WER}_{i,1}, \text{WER}_{i,2}, \ldots, \text{WER}_{i,M} \), respectively.

3) Watermark extraction and forensics: we extract watermark by the Eq. (10). If \( \sum_{n=1}^{M} (w_{1,m}^* - w_{1,n}^*) = 0 \) it indicate that the first frame \( WZ_1 \) is intact. If \( \sum_{n=1}^{M} (w_{1,m}^* - w_{1,n}^*) \neq 0 \), it shows that \( WZ_1 \) is different from \( Z_1 \).

\[
w_{1,m}^* = \text{WER}_{1,m} \mod 10, \quad 1 \leq m \leq M
\]

(10)

4) Authentication: we suppose \( \sum_{n=1}^{M} (w_{1,m}^* - w_{1,n}^*) 
eq 0 \), and then move sample and forensics next \( L/N \) length frame until we find the \( L/N \) length frame (denoted by \( WZ_i \)), from which watermark extracted satisfies the condition \( \sum_{n=1}^{M} (w_{1,m}^* - w_{1,n}^*) = 0 \). Then we use \( w_{1,m}^* \), \( 1 \leq m \leq M \), to reconstruct the frame number \( i \) based on the Eq. (11).

\[
i = \sum_{n=1}^{M} w_{1,m}^* \times 10^{M-n}
\]

(11)

According to the extraction result, we get the conclusion that the signal between the first frame \( WZ_1 \) (frame number 1) and the frame \( WZ_i \) (frame number \( i \)) is different from the original one. So the attacked frame can be obtained by \( i-1 \). The authentication process is shown in Fig. 2.

5) Decryption: for authenticated audio frames, based on Eq. (7) we can find the segment of pseudo-random sequence corresponding to the frame number. Then we use the Eq. (12) to decrypt the signal.

\[
x_{i,j} = z_{i,j} \times f_{i,j}, \quad 1 \leq i \leq P
\]

(12)

where \( z_{i,j} \) and \( x_{i,j} \) are the \( j \)-th sample of \( i \)-th frame before and after decryption.
IV. PERFORMANCE ANALYSIS AND EXPERIMENTAL RESULTS

In this section, 200 WAVE format audio signals are selected as the test signals. They are 16-bit quantified mono signals and sampled at 44.1 kHz. The parameters used are L=120000, N=20, M=3, \( k_1 = 0.588, k_2 = 0.396, \mu = 3.987 \). The performance analysis and experimental results are shown in the following subsections.

A. The Security of Watermark Embedding

Some features used for audio watermarking are easily available to attackers. Such as, in order to robust against de-synchronization attacks, some methods embedded synchronization codes in to the host signal. And it was commonly selected signal’s energy as the feature for embedding. The computation of the feature (signal’s energy) does not require key information, and the feature is easily available to unauthorized users. The unauthorized users can get the quantified feature and extract the synchronization codes. Then they select other signal and embed the same synchronization codes in the selected signal, to substitute the original one. Since the authorizer can extract the correct synchronization codes from the substituted signal, the substitution cannot be detected by the authorizer. If the schemes use the feature easily be acquired by attackers for watermark embedding, the schemes are vulnerable to substitution attacks.

We take the embedding by quantifying signal’s energy as an example to introduce the substitution and attack methods.

We suppose X as the host signal (shown in Fig. 3) and cut the signal into 10 frames. We denote the \( i \)-th frame as \( X_i \) \((1 \leq i \leq 10)\) and \( W = \{0110110011\} \) as the watermark bits. For a clear introduction to the substitution and attack methods, let's repeat the embedding steps firstly.

![Fig. 3 The host signal](image)

1) We calculate the energy of \( X_i \) by using the Eq. (13) and denote the energy as \( E_i \).

\[
E_i = \sum_{l=1}^{N} X_i(l)^2 \tag{13}
\]

where \( X_i(l) \) is the \( l \)-th sample of \( X_i \), and \( N \) is the length of \( X_i \).

2) We embed the first watermark bit \( w_i \) \((w_i \in W, w_i = 0)\) by quantifying the energy \( E_i \), using the Eq. (14).

In this section \( w_2 = 1 \), we should use the Eq. (15) to quantify the energy feature.

\[
QE_i = \begin{cases} 
\frac{[E_i/\Delta]\times\Delta + \Delta/2}{2}, & T = 0 \\
\frac{([E_i/\Delta] - 1)\times\Delta + \Delta/2}{2}, & T = 1 \\
\frac{([E_i/\Delta] + 1)\times\Delta + \Delta/2}{2}, & T = 0 
\end{cases} \tag{14}
\]

\[
QE_i = \frac{[E_i/\Delta]\times\Delta + \Delta/2}{2}, \quad T = 1 \tag{15}
\]

In Eq. (14) and (15), \( \Delta \) and \( QE_i \) are the quantification step and the quantified feature, \( T = [E_i/\Delta] \mod 2 \). In this section, we set \( \Delta = 1 \).

According to the quantified feature \( QE_i \), we can get the signal that the watermark bit \( w_i \) is embedded, by using the Eq. (16).

\[
QX_i = X_i \times \frac{QE_i}{E_i} \tag{16}
\]

Repeat the above steps, we can embed other watermark bits \( w_i \) into the frames \( X_i \) \((2 \leq i \leq 10)\). We denote the watermarked signal as \( WX \), shown in Fig. 4.

![Fig. 4 The watermarked signal](image)

The watermarked signal \( WX \) and the calculation method of energy feature are known for attackers. They perform substitution attack by using the following steps. We suppose the quantification step \( \Delta \) is confidential.

1) Attackers cut the watermarked signal \( WX \) into 10 frames, \( WX_i \) \((1 \leq i \leq 10)\). Then they calculate the energy feature of the 10 frames, which are the quantified feature and denoted by \( EX_i \) \((1 \leq i \leq 10)\). The 10 features are shown in Fig. 5. According to the different quantified features, the attackers can calculate the quantification step \( \Delta = 1 \). In fact, the quantized features have a certain regularity by a fixed quantification step. And the minimal difference between all the quantified energy can be regarded as the quantification step.

2) The attackers can extract all the watermark bits \( W = \{w_i\} \(1 \leq i \leq 10\) \( W = \{0110110011\} \) from the quantized features. \( w_i \) can be calculated by using the Eq. (17).

\[
w_i = [EX_i/\Delta] \mod 2 \tag{17}
\]

3) The attackers select other audio signal, denoted by \( B \), the length of which is same to \( WX \) (has \( N \) samples). They calculate the energy feature of \( B \), and denote
the feature as $EB$.

4) We suppose the attackers select the second frame of watermarked signal to perform substitution attack. They embed the second watermark bit $w_2 = 1$ in the signal $B$ by quantifying the energy feature $EB$, using the Eq. (15). Then they can get the signal $w_2$ embedded, and substitute the second frame ($WX_2$) of watermarked signal $WX$, to perform the substitution attack. We show the attacked signal and the energy feature in Fig. 6 and Fig. 7.

![Fig. 5 The quantified energy feature](image)

![Fig. 6 The watermarked signal after being attacked](image)

![Fig. 7 The energy feature of attacked signal](image)

Based on the energy feature shown in Fig. 7, we can get the conclusion that the watermark bits extract from the attacked signal is same to the intact signal. If users verify whether the watermarked signal is attacked by extracting the watermark information, the substitution will not be detected. Based on the analysis, we can get the conclusion that, if the features used for embedding watermark are public, it will bring security risks to the watermarking system.

In this paper, frame number as watermark embedding is by quantifying the signal energy ratio feature. Based on the generation method of the feature (shown in Eq. (1)), it is hard to obtain the feature without the signal $Y^2$. $Y^2$ is generated by logistic chaotic mapping, which is related to the secret key $k_2$. For attackers without the secret key, it’s difficult to get the feature for embedding. If attackers select a secret key randomly to perform the substitution attack, the probability that the attacked signal can be verified is $1/10^M$. That is, for the watermark embedding method proposed, the ability against the substitution attack for one frame is

$$A_t = 1 - \frac{1}{10^M}$$

(18)

where $A_t$ represents the ability against substitution attack.

Based on the performance analysis above, the abilities of the scheme are compared with those proposed in [12-15], shown in Table I, in which Ability I and Ability II represent the ability resisting to substitution attack and the security of watermark embedding, respectively. The LMC feature defined in [15] is the logarithmic mean of coefficient. From the comparison results, it’s concluded that the scheme has the ability resisting to substitution attack, and can improve the security of watermark embedding.

**TABLE 1**

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Features Used</th>
<th>Ability I</th>
<th>Ability II</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>Energy (public)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[13]</td>
<td>Feature points(public)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[14]</td>
<td>DYWT (public)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[15]</td>
<td>LMC (public)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Proposed</td>
<td>Signal energy ratio (secret)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**B. Tamper Location**

We select one signal randomly and encrypt the signal. The original audio and the watermarked one are shown in Fig. 8 and Fig. 9. Then we perform deletion attack on the signal (for other attacks, insertion and substitution attack, the tamper location methods and results are similar). The attacked signals and the tamper location results are given in the following.

![Fig. 8 The original audio](image)

![Fig. 9 The watermarked audio](image)
We delete the samples between 20001-th to 30000-th of the watermarked audio (shown in Fig.9). The attacked signal is shown in Fig. 10.

![Fig. 10 The attacked signal](image)

--First, by using the method proposed, we can get the first frame (the sample 1 to 6000) is intact. Let's verify frame by frame, and we get the 4-th frame cannot be verified.

--Second, then we move sample, and verify the next $\frac{L}{N}$ length samples. Until the samples as one frame can be verified. The frame in the middle that cannot be authenticated is the attacked signal. Base on the method, we get the tamper location result shown in Fig. 11, in which FN represents the frame number extracted, and $TL = 1$ represents that the corresponding frame is intact, $TL = 0$ represents that the corresponding frame is attacked.

![Fig. 11 The tamper location result](image)

--Third, we use 0 amplitude signals to substitute the attacked frame (shown in Fig.12). Then we decrypt and perform reverse scrambling operation on decrypted signal. The result is shown in Fig. 13.

![Fig. 12 The signal substituted by 0 amplitude signals](image)

![Fig. 13 The decrypted signal](image)

During the experiment, we use 0 amplitude signals to substitute the attacked frames. Firstly, the substitution can make the attacked signal to be synchronized, which is very important for the scrambled signal. If the signal is desynchronized, the signal obtained by anti-scrambling operation will be different from the original one. Secondly, 0 amplitude signals are spread to different parts after anti-scrambling and do not influence the expressed meaning of original signal. So the 0 amplitude signals are selected to substitute the attacked frame. And experiment results also show that by using 0 amplitude signals can improve the usefulness of the algorithm.

V. CONCLUSION

In this paper, we proposed a watermark scheme for encrypted audio to protect the privacy of audio signals stored on third-party servers. Firstly, we encrypted the audio signal, including scrambling and sample value mapping. And we defined the audio feature signal energy ratio. Then we embedded watermark into the encrypted audio by quantifying the feature and obtained the watermarked audio. Experimental results shown that the scheme can locate the attacked frame. Besides, the scheme can recover the meaning of the attacked audio to some extent. Overall, the scheme improves the security of watermark system and improves the usefulness of watermarking scheme.
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