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Minimum Cost Maximum Flow Problem in
Continuous-Time Dynamic Networks

Wenyan Mi and Shurong Zhang*

Abstract—In the application of networks, the capacity, s-
torage cost, bandwidth and delay etc. can change over time.
Therefore, the maximum flow problem in the dynamic network
becomes an important research topic. In the dynamic network,
each arc e is associated with two time-varying weight functions
in a continuous time range: the cost function w.(t) of the
unit flow on e and the capacity function c.(t) of e, where
t is the departure time of flow on e. The objective in this
work is to find an optimal scheme to send the maximum flow
from a source to a sink with the minimum cost in a dynamic
network. Due to the complexity of the problem in the network
with time-varying cost and capacity functions, many researches
consider the computing of the approximate solutions by using
the technique of time discretization to transform the continuous-
time dynamic network into classical static network. Then the
degree of approximation is closely related to the degree of
time discretization. In the changeable actual environment, some
important changes of weight functions may be ignored due to
time discretization. Therefore, in this paper, by using dynamic
weight functions in different time periods, we consider the
continuity of the transmission time and propose an efficient
algorithm to find the maximum flow of minimum total cost
with any departure time.

Index Terms—Minimum cost maximum flow problem,
continuous-time dynamic capacity network, the residual net-
work, the shortest dynamic path.

I. INTRODUCTION

HE network flow is a problem domain that lies at the

cusp between several fields of inquiry, including applied
mathematics, computer science, engineering, and operations
research. It is widely used in communication networks, trans-
portation networks and many kinds of interconnection net-
works. Further more, many practical optimization problems
need to be considered in the dynamic network environment,
where the weight (e.g., cost, capacity, delay) function asso-
ciated with each edge (or arc) will dynamically change over
time and it is called the time-varying function. For example,
the distance between any two nodes in the communication
network will change over time; also in the transportation
network, there are always a large number of vehicles in some
special time period and may cause traffic jams. Therefore, the
time-dependency becomes an indispensable element in the
problems related to the maximum flow and so the dynamic
flow problem needs to be studied in different models of
continuous-time dynamic networks.
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Because of the complexity of the time-varying weight
functions in the dynamic network, many research results
obtained by using the method of time discretization. Then
the classical method to solve the flow problem in time-
varying network is to discretize a time horizon [0,7] and
reduce the dynamic problem to the static problem on a time-
expanded network. In 1958, Ford et al. [7] put forward the
concept of dynamic flow and obtained the classic Ford-
Fulkerson maximum dynamic flow algorithm. Later Gale
[10], Minieka[11] and other researchers [17], [16], [12]
proposed discrete algorithms to solve the earliest arrival flow
in continuous-time networks. In 2001, Cai et al. [5] solved
the minimum cost flow problem and considered three time-
varying arc weight functions: capacity, delay and cost. These
functions depend on the departure time ¢ of the flow on the
arc where ¢ = 0,1,2,.... Fonoberova [8] considered the
minimum cost multicommodity flow problem in dynamic
networks with time-varying capacity and transmission time
functions of arcs. Then Parpalea et al. [13] represented a
generalisation of the maximum flow of minimum cost prob-
lem for the case of minimizing the travelling cost and time.
The goal was to solve a series of maximum flow problems
in different single objective functions. In 2019, Pyakurel
[14] presented modified minimum cost flow algorithm that
computed the maximum dynamic flow and the earliest arrival
flow in strongly polynomial time when the time horizons of
the weight functions were discrete.

Although the method of time discretization can simplify
the optimization process, when the weight functions are sen-
sitive to the changes of time in the process of transmission,
the determination of the degree of time discretization will
affect the approximation of the result and the complexity
of the algorithm. Therefore, it has recently received much
attention on the maximum flow problem with the time-
varying weight functions in a continuous time horizon. There
have been some phased results about this problem and the
further research is necessary.

Different from using the auxiliary time-expanded net-
work obtained by the time discretization method, in the
continuous-time network, we need directly consider the
weight functions in the time interval [0, 7] without changing
the structure of the network. In 1982, Anderson et al. [1] ex-
amined the continuous-time dynamic flow problem with the
constraint of storage capacity at each node in the absence of
the traversal time. They proved the dynamic maximum flow
minimum cut theorem by the continuous version of Ford-
Fulkerson theory. Philpott [15] extended this result by adding
the transmission time for each arc. Anderson and Philpott [2]
developed a continuous-time version of the simplex method
under the assumption that the cost function on each arc is
piecewise linear, where the storage capacity and the cost
of each node were considered. But the convergence of the
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algorithm and the optimality of the solution could not be
guaranteed.

In recent years, there have been some new developments
about the optimization problem of dynamic path in the
continuous-time dynamic network. For example, Ding et
al. [6] focused on the time-varying shortest path (TDSP)
problem and found the optimal solution for the TDSP
problem by using a continuous-time approach on First In
First Out (FIFO) time-varying graphs. The time complexity
of the main algorithm was O((nlogn + m)«a(T)) and the
space complexity was O((n + m)a(T)), where n and m
were the numbers of the nodes and arcs, respectively, and
a(T) was the number of time segments of the travel time
function. Wang et al. [18] presented a fast path query
algorithm of the TDSP problem by using the hierarchical
graph partitioning. The complexity of the algorithm was
O(logj k- n - logs a(T)), where 7 was the number of the
subgraphs formed by graph partitioning.

In the aspect of maximum flow problem, there are few
researches in continuous-time networks. We will investigate
the minimum cost maximum flow problem in dynamic ca-
pacity networks with the time interval [0,7]. Each arc is
assigned a time-varying capacity function and a time-varying
cost function per unit flow on that arc. The flow starts from
the source v, at time ts and any internal vertex may receive
different parts of the flow at different times.

When the flow with value § starts to enter the arc e at
time ¢, we assume that the delay of the flow on e is we(t)
and the total cost of the flow on e is denoted by g(t) in the
time horizon [t, t+w.(t)]. In the real network, especially the
communication network and the transportation network, the
longer the delay, the greater the cost value, that is, the delay
we(t) is proportional to the cost g(¢). Combining this with
that g(¢t) = ¢ - ge(t), where g.(t) is the cost per unit flow
on e, w,(t) is proportional to g.(t). Thus, in this paper, the
delay function w,(t) is regarded as the cost function g.(t)
per unit flow and we only consider the time-varying delay
function we ().

In order to find the maximum flow that can be transmitted
in the continuous-time network and to minimize the cost of
the maximum flow, the main challenge in our research is that
how to deal with the time-varying capacity function and the
delay function of each arc in the residual capacity network
in the process of increasing the value of flow. Since the flow
will not wait at any node, it is necessary to ensure the time
continuity of the flow passing through the adjacent arcs.

The organization of the paper is as follows. Section II
states the basic concepts of dynamic network and some
results that need to be used in this paper. Section III
investigates the minimum cost maximum flow problem under
the FIFO condition and presents an effective algorithm for
any departure time of flow. Some examples will be given
to illustrate the steps performed in the main algorithm in
this section. In Section IV, we will prove the correctness of
the algorithm and compute the time complexity. Section V
concludes the paper.

II. PROBLEM FORMULATION AND BASIC CONCEPTS

A. The Dynamic Capacity Network and Dynamic Flow
The dynamic network is defined as follows.

Definition 1 (continuous-time dynamic network). A
continuous-time dynamic network is defined by G =
(V(G)v E(G)a W,C, T, v, 'Ud)'

e V(G) is the set of nodes in G and let |V (G)| = n.

o E(G) is the set of arcs in G and let |E| = m. For any
Uz, Uy € V(G), (vz,vy) € E(G) if there exists an arc
e with tail v; and head v, (i.e., e is from v, to vy).

o T is the upper bound of the time horizon considered.

o« W = {w(t),e € E(G)}, where w,(t) : [0,T] — R*
denotes the time-varying continues delay function of arc
e with the departure time ¢ and R is the set of positive
real numbers.

o C = {cc(t),e € E(G)}, where c.(t) : [0,T] — N*
denotes the time-varying continues capacity function of
arc e at time ¢t and N7 is the set of positive integers.

e Nodes v, and vy are source and sink, respectively. In
addition, v, (resp. vg) is not the head (resp. tail) of any
arc.

A walk [3] in a static directed graph G is a finite
node sequence P = (vg,v1,va,...,v;) Which is such that
(vi,viy1) € E(G) for i =0,1,...,k — 1. Note that P can
pass through some node multiple times. If G is a dynamic
network, then we need consider the time dimension. The
states of a node v in different times are different and so the
node v at time ¢ and the node v at time ¢’ are regarded as
two different nodes in the dynamic network. Then, in the
following, we give the definition of the dynamic path.

Definition 2 (dynamic path). Given a continuous-time dy-
namic network G = (V(G), E(G),W,C,T), a walk P(t) =
(vo, V1,02, ...,0k) in G is said to be a dynamic path with
departure time t € [0,T] if the delay function of P(t) can
be recursively computed by:

(t) = WPy, (t) + W(w;_1,vi) (t+ WPy v, _, (),
. Vi—1,0;) in P(t) from

wp,

o v
where P, (t) is the walk (vo, vy, ..
Vg to the node v;.

Recall that v, and v, are the source and sink, respectively.
The set of all dynamic vsvg4-paths with departure time ¢ is
denoted by Py, (t). A dynamic path P*(t) from the source
v to some node w with departure time ¢ is called a dynamic
shortest path if and only if

P*(t) = argmin{wp(t) : P(t) € Py u(t)}.

For the problem of finding the dynamic shortest path
in continuous-time dynamic network, Y. Wang et al. [18]
devised efficient algorithms based on TD-G-tree to find the
time-varying shortest path (TDSP) with starting time ¢ and
the time-interval shortest path (TIP) with optimal starting
time in time interval [0, T']. We know that in a static network,
the successive shortest path algorithm [4] is used to find a
shortest path between the source and sink in the residual
network. Then the flow can be increased along the path and
a maximum flow with minimal cost can be obtained at last.
Similarly, in time-varying graph, since the delay function
we(t) will be treated as the cost function per unit flow on e
when the flow enters e at time ¢, the TDSP algorithm can be
used to find the dynamic shortest path with minimal delay.

Since the flow on an arc will leave the arc after a period of
time and different flows can enter the same arc at different
times, the flow on the arc is dynamic. Based on the the
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dynamic flow defined in [9], we restate the definition of the
flow which will be considered in this paper as follows.

Definition 3 (vsv4-Dynamic flow [9]). A vsvq-dynamic flow
(or simply a dynamic flow) f in a dynamic network G
with time horizon [0,T) is a real-valued function f(t) :
E(G)x[0,T] — R™" defined on any e € E(G) and t € [0,T]
satisfying the following conditions:

o fe(t) is the value of flow on e at time t, where 0 < t <
T:

o For each v € V(G) \ {vs,v4}, if the value of flow
received by a vertex v at time t is denoted by f, (t)
and the value of flow leaving v at time t is denoted by

S (1), then f7(t) = f7 (1)
Definition 4 (Dynamic feasible flow). For any arc e =
(vg,vy), if the dynamic flow f can arrive v, at time t,
and leave v, at time t,. Then f is feasible if it satisfies
the capacity constraint: 0 < fo(t) < cc(t) when t € [t,t,).

In this paper, we suppose that the departure time of the
dynamic feasible flow f at vertex v, is ts. Then we give
following definition.

Definition 5 (v,v4-Dynamic feasible flow with departure
time t¢5). A dynamic feasible flow f that departs from vq at
time ts and arrives at vg in the time horizon [0,T)] is called
a vsvg-dynamic feasible flow with departure time t.

According to the conditions in Definitions 1-5, it can be
seen that all the dynamic feasible flow with departure time
ts can be received by the destination vg and so

T
(ts) = /t fo ().

Therefore, the value of the dynamic feasible flow f with
departure time t, is Val(f) = f" (ts).

By the above definitions, for any dynamic feasible flow
f, the cost of the flow ¢(f) can be computed by following
equation:

o(f) =

ecE(G)

/ we(B) £ (D)dt,
0

where f; (t) denotes the value of flow entering e at time ¢.
We conclude this section by formulating the minimum cost
maximum flow problem as follows.

Problem 1 (Minimum cost maximum flow problem in
continuous-time dynamic networks). Given a continuous-
time dynamic network G = (V(G), E(G),W,C, T, vs, vq),
find a vsvg-dynamic feasible flow f(t) in G with the given
departure time ts at vs such that the value of Val(f) is
maximum and the cost ¢(f) is minimum.

B. The Dynamic Cut

For any vertex v,, if there exists a dynamic wvsv,-path
P(ts) such that the vsvy-dynamic feasible flow f can start
from v, at time ts and arrive v, at time ¢, passing through
P(ts), then the time ¢, is called a reachable time at v, and
the pair (vg, 1) is called a reachable node-time pair.

We can observe that when the departure time of f is ¢
which has been given, it is enough to consider the reachable
times of other vertices to compute the value of flow. Then,

in the continuous-time dynamic network, the dynamic cut is
defined as follows.

Definition 6. For any S C V such that Vs € S and vg ¢ S,
given a set of reachable node-time pairs S = {(vy,t;) :
vy € S,t, € [O,T]}, let
S ={(vy,t,) : v, ¢ S and there exists (v, v,) € E(G)
such that (vg,t,) € S and t, = t; + Wy, v,)(tz)}-
Then
K =(S,9)

={((va, ), (vy,ty)) @ (v, tz) €S, (vy,ty) € S,
(va,vy) € E(G), ty =tz + W, v,)(tz) }

is called a dynamic cut.

The minimum value of the function c.(t) when ¢ € [a, D]
is denoted by c}[a, b]. Then we have the following definition.

Definition 7. The capacity function of a dynamic cut K is

defined as:
>

Cap(K) =
((vaytz),(vy,ty))EK

cz(vw,vy) [tw? ty} :

For any ((vg,t5), (vy,ty)) € K, we have known that the
value of the dynamic feasible flow which can enter (v,,v,)
at time ¢, and pass through v, until the time ¢, is denoted
by f, m,vu)(t”’)' Therefore,

f(vm,vy)(tx) < C(yw,vy)[twvty]'
Combining this with Definition 7, following result holds.

Theorem 8. Given a dynamic feasible flow f in a dynamic
network G, for any dynamic cut K = (S, 5),

Z f(’_Uzv'“y) (tx)

((va,ta),(vy,ty)) €K

< X

= C?v,/ JUy) [tt’ ty] = Cap(K) :
((va k), (vy by )) €K

Recall that, for any v, € S, (vg,ty) € S if and only if ¢,
is an reachable time at v,. Then

Val(f) = £ (t,) = Ty (t2).
((varta),(vy ty))EK

Therefore, by Theorem 8, we have a corollary as follows.

Corollary 9. Given a dynamic feasible flow f in a dynamic
network, for any dynamic cut K = (S,8), Val(f) <
Cap(K).

In following sections, the main algorithms will be given
to obtain the vsvy-dynamic feasible flow f (abbreviated as
flow f if there is no ambiguity) with departure time ¢; which
is such that Val(f) = Cap(K) and then prove that f is the
flow as required.

III. ALGORITHM SCHEME

The main algorithms will be given under the FIFO con-
dition that t + wy,, v,)(t) < ' + Wy, o,)(t") for any times
t <t and arc (vy,vy).

According to the definition of Problem 1, the minimum
cost maximum flow problem in continuous-time dynamic
network requires finding the flow f with maximum Val(f)
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and minimum cost under the condition that each arc has a
dynamic capacity constraint. Recall that the delay function
we(t) is regarded as the cost function per unit flow on e in
this paper. The core idea of the main algorithm is to increase
flow iteratively. In each iteration, we find a dynamic vsv4-
unsaturated path P(¢s) with the minimum dynamic cost (i.e.
delay) in the updated residual dynamic network. Then, by
sending an additional flow along P(t¢s), a new flow f’ with
greater value and small cost is obtained and we can update
the residual dynamic network for next iteration. The flow
as required in the dynamic network is obtained until the
algorithm can not find the time-varying unsaturated path.

In the process of solving Problem 1, for any feasible flow
f, in order to send an additional flow and increase Val(f),
the residual capacity of each arc should be determined. Since
the capacity function is time-varying, the residual capacity
is changing over time as well. Then, in the residual dynamic
network of each iteration, the unsaturated path P(¢,) is a
time dependent path. That is the delay and the additional
flow along path P(ts) need to be computed in different time
segments of [0, 7] because that the residual capacity of each
arc in P(ts) may be 0 in some periods.

Now, according to the steps of the increasing Val(f),
in following sections III-A and III-B, we will give some
concepts which are used in the algorithms. Meanwhile, the
main steps of algorithms will be introduced and the main
notations used are listed in Table I.

A. The initial flow, dynamic residual capacity network and
the calculation of the increment of flow

Given a dynamic network G = (V(G), E(G), W, C, T, vs,
vq), in this section, we consider the initial step firstly. The
flow f(ts) with value O is used as the initial flow. Then
¢(f) = 0.

Furthermore, the initial state of dynamic residual capacity
network G' = (V(G),E(G'),W', C’,T,vs,v4) can be
defined as follows.

e Let E(G') = E(G) U E(G)~, where E(G)~ =
{(vg,vy) : (vy,vs) € E(G)}. To avoid confusion, each
arc of F(G) is called a positive arc and each arc of
E(G)~ is called a reverse arc (see Fig. 1).

o« W = {wzvz’vy)(t) ¢ (vg,vy) € E(G')}, where the
delay function wévwvy)(t) of (vg,v,) for any ¢ € [0, 7]
is defined by:

, | w0y (t), (ve,vy) € E(G);
w(vmavy)(t) - { oo, (Uac7vy) € E(G)7

« O = {C/(vm,vu)(t) : (vg,vy) € E(G")} is a set of
residual capacity functions, where the residual capacity
(t) of (vg,v,) for any ¢ € [0,T7] is defined by:

/

vz ,y)
! _ C(UI,Uy)(t)7
C(Uw,vy)(t) - { 0,

Choose a dynamic vsvg-path P(ts) in G’. Let the time that
a flow in G’ passing through v, along P(ts) be t,. Then,
for any (v.,vy) € E(P(ts)), ty =tz + Wy, v,)(tz) and the
transmission time period on (vy,vy) is Ty, v,) = [te:ty]-

Noting that the arc capacity of the dynamic network
changes with time and the maximum amount that the flow
on (vz,v,) can increase at time t is c’(vz’vy)(t), in order to

(v, vy) € E(G);
(ve,vy) € E(G)™.

vl —p— (V) € ()
(vx vy} € ()™

Vs v,

L) v3

Fig. I: E(G’)

ensure that the value of flow on (v, v,) cannot exceed the
dynamic capacity in the time period [t,,%,], it is necessary
to obtain the function

min
tGT(q,l, vy)

C>(k'uw7vy) = cl(vw,vy)(t)

which is the minimum value of the residual capacity function
in the time interval [t,,t,]. Then, for the dynamic vsv4-path
P(ts) in G',

d(P(ts)) = min

- o
(va,0y)EB(P(ty)) (Vo0v)

is the maximum value that the flow f can be increased along
P(ts). In addition, P(ts) is called an f-unsaturated path.
Since the initial flow f is such that Val(f) = 0, after
increasing the flow value on each arc in P(ts), we obtain
a new flow f’ with greater value Val(f') = 0+ 6(P(ts)).
Recall that the delay function is regarded as the cost function
per unit flow. Hence, in order to reduce the cost of flow,
we find the f-unsaturated path P(t¢;) with minimal delay
wp(ts) (i.e., the shortest dynamic path from v, to vy in G’
with departure time t,) and the cost of the flow f’ is

ST Wy () - O(P(t))

(Umavy)eE(P(ts))

o(f") = o(f) +

In addition, it can be seen that we can repeat above
processes of constructing dynamic residual capacity network
and finding the shortest unsaturated path. Then the value of
flow is increased by Algorithm 1.

Algorithm 1 Increase the value of flow

1: Input: an residual capacity network G’ =
(V(G),E(G"), W' ,C'",T,vs,vq), an initial flow f
with departure time ¢4

2: Output: a flow f’ with greater value

3: find the f-unsaturated path P(t¢s) with minimal wp(¢s)
in G’ by using TDSP Algorithm.

§(P(ts)) = ming,, v \eB(P(t.)) Cloa o)
the flow value of each arc in P(¢,) is increased by
8(P(ts)) and obtain new flow f’;
10: Val(f') = Val(f) + 6(P(ts));
11: return P(t;), f' and Val(f);
12: end if
13: return P(ty) == NULL and f' = f;

4: if the P(t,) exists then

5: for each (vg,v,) € E(P(ts)) do

6: oo,y = MiDeeT, ) czvmvy)(t)
7: end for

8:

9:
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TABLE I: Main notations

Val(f) The flow value of f in the network
wzvmyvy)(t) The delay function of the arc (vg,vy) in the residual network G’
c’(%’vy) () The capacity function of the arc (vz,vy) in the residual network G’
Tvy,vy) The time period [tz, ty] during which the flow passes through arc (vz, vy)
C?“ma”y) [t1,t2] The minimum value of the function C/(vm,vy) (t) in the time period [t1, t2]
P(ts) The f-unsaturated path with a departure time ¢
wp(ts) The delay of path P(ts)
S(P(ts) The maximum increase in flow f along P(¢s)
o(f") The cost of transporting flow f over the network G’
E(P(ts)) The edge set of path P(ts)
fL(t) The flow f’ on the arc e at time ¢
f(/;zwy)(t) The flow f’ entering arc (vg,vy) at time ¢

B. Update the dynamic residual capacity network

Based on the dynamic residual capacity network G’ and
f-unsaturated path P(¢;), we further construct new residual
capacity network G and obtain a flow f with greater value
than f’ by using Algorithm 1.

According to the definition of f’, since the value of the
flow on each arc e is §(P(ts)), the residual capacity of e is
reduced in the corresponding transmission time period. Then,
in next step, there are two choices as follows.

o If the flow on e continues to increase, then the residual
capacity needs to be calculated and seemed as the new
capacity of e.

o If the flow on e will be reduced, then it is reduced by
at most f.(t) at time ¢. Thus f.(¢) can be used as the
capacity of the reverse arc of e.

Therefore, we need to update the dynamic residual capacity
network and obtain G = (V(G), E(G"),W,C, T, vs,vq).
Since the flow on the arc outside of P(¢s) is unchanged, in
order to define G, it is enough to distinguish the following
two cases to update the dynamic delay function and capacity
function of any arc (vg,vy) in P(ts).

Case 1. (v, vy) is a positive arc.

Firstly, we update the residual capacity function c’(vw)vy) (t)
and the delay function wzvz’vy)(t).

According to the dynamic f-unsaturated path P(t,) with
minimal delay which has been found in Section III-A,
the flow on (v,,v,) increases by (P(ts)) in the time
period Ty, +,) = [ts)ty]. We can observe that d(P(t))
is the maximum flow increased along path P(t¢) and then
f’ is obtained. Now, the residual capacity of (vg,v,) is
c’(%ﬂ)y)(t) — 6(P(ts)) in the time period [tg,t,]. Then, the
residual capacity function is updated to

é(v ) )(t) — C:('ux,'uy)(t) - 6(P(t8))’ te [tTﬁtyL (1)
@ity C(vm,vy)(t)v otherwise.
Recall that ¢, . )(t) is a time-varying continuous func-
tion. If ¢(y,0,)(t) = 0 in some pairwise disjoint time
segments [a1, b1], [az,b2] ..., [ak,bx] in [tg,t,], then, these
time segments are called saturated time periods and we can
not continue to increase the flow on (vg,v,) in these time

periods. For any [a;, b;] where ¢ € {1,2,...,k}, let

t; = argtér[loi’r}]{ai <t Wi, w,) (1) < bit ()

Then we have following lemma.

Lemma 10. Any two time periods [t,t + w(,, ., )(t)] and
[a;, b;] are intersecting if and only if t € [t;, b;].

Proof: For the necessity, by the FIFO condition and
the choice of ¢;, if ¢ < t;, then ¢ + w(vz,vy)(t) < a; and
S0 [t,t+w(y, v,)(t)] and [a;, b;] are disjoint, a contradiction.
Hence t > t;. Since t < b; is clearly, we have that t € [t;, b;].

It remains to establish its sufficiency. Noting that ¢ < b;,
then we prove that ¢ + wy,, . )(t) > a;. Suppose that ¢ +
W(y, v,)(t) < a;. By the FIFO condition, it can be seen that
t < t;. This is a contradiction. Therefore, the result holds.

|

Let

T:[tl,bl]U[tg,bg]u..‘U[tbbk]. 3)

Recall that [a;,b;] is a saturated time period for i =
1,2,...,k. By Lemma 10 and Eq. 3, we observe that it is
enough to update the delay function to w,, ,)(t) = o
when ¢ € 7 and any shortest unsaturated path in G will not
pass through the arc (vg,v,) in the saturated time periods.
Therefore, the delay function of the positive arc (v, vy)

of path P is updated to:

R 00, teT,;
(v, ) (t) = { wEv vy)(t), otherwise. @)
Now, an example will be given to illustrate this process.

Example 1. Suppose that (vg, v, ) is a positive arc in P(t;).
According to the Section III-A, see Fig. 2(a), let

t+1, t€0,1);
Wioy o) () = Wiy 0) =3 2, te(1,25); )
t—0.5, tel[2.5,T);
and
4, te€]0,2);
Lopo) () = Clopwy) =4 2, T€[2,4); (6)
3, tel[4,T).

Suppose that §(P(ts)) = 2 and the transmission time
period of (vg,vy) is [tz,t,]. Let t, = 1, then t, = 1+
w(vzyvy)(l) = 3. According to the Eq. 1, see Fig. 2(b), the

Volume 52, Issue 4: December 2022



TAENG International Journal of Applied Mathematics, 52:4, [JAM 52 4 34

— 'WFW\_V‘_:(I)
]
—h— (O

(a) c/(vz,vy)(t)’ wzv vy)(t)

x>

—_— t’i\v ~)(t)

5_ —.‘—('(y,)(r)
4
3F —al—
2 ——— —h—
AP

| L_a | | >

1 2 3 4 5 t

(b) é(v,; ,Uy) (t)v w(vd; Uy ) (t)

Fig. 2: The update of the weight functions in the the residual graph

residual capacity function of the arc is updated to:

4, t€[0,1);
2, te [1,2);
Cloaw)(t) =1 0, te[2,3];
2, te(3,4];
3, te(4,T).

Note that ¢{,, , () = 0for t € [2,3]. Then [a1,b1] = [2,3].
By Eq. 2, we have that t; = 0.5. Therefore, 7 = [0.5, 3] and
SO

t+1, te€]0,0.5);
Wiy, 0,)(t) =4 0, t €[0.5,3];
t—05, te(3,T)

Secondly, we consider the function update of the reverse
arc (vy,v;). Recall that the residual capacity of (v, vy) is
the value of flow which can be reduced on (v, v,). Then
the flow on (v, v,) is called the back-flow which starts from
vy at time ¢, and arrives v, at time ¢,. It implies that the
transmission time period on (vy,vs) is Ty, v,) = [tz, ty)-

Since the flow value of (v,,v,) increases by 6(P(ts)) in
the time period [t,, t,], we have that the residual capacity of
(vy,vy) increases by 6(P(ts)) as well. Therefore, let

é(”yvvm)(t) = {

Because the residual capacity of (vy,v,) is increased,
the f’-unsaturated path to be found in next step can pass
through (v, v,) in the time period [t.,t,]. Therefore, the
delay function of this arc needs to be updated. As the back-
flow is from v, to v, and the corresponding time period is
from time ¢, back to time ., that is W, ., )(t) = t» —
when ¢ =1,.

o oy (&) +8(P(t)), 1€ [tu,ty);

c’(vy 0n) (), otherwise.

Then the delay function of the reverse arc (vy,v,) is
updated to:

ﬁ)(vyv"’z)(t) = {

For example, in Example 1, as 6(P(t,)) = 2 and [t,,t,] =
[1,3], we have that

wEvy,vz)(t), otherwise.

R [ 2, telL,3]
C(vy,vx)(t) - { 0, otherwise. M
and
R =2, t=3;
w(vywz)(t) - { 0o, otherwise. ®)

Case 2. (vg,vy) is a reverse arc.

In this case, the flow on (v, v,) is the back-flow and so
ty > ty. Then the corresponding transmission time period
along path P(ts) is T, v,) = [ty tz)-

Firstly, we update the residual capacity function c’( Vo ry) (t)
and the delay function wzvm7v7j)(t).

Similar to the Eq. 1 in Case 1, since the value of flow on
(vg, vy) increases by d(P(ts)), the residual capacity function
is updated to:

A _ C/(vz,vy)(t) - (5(P(t5)), te [ty’tw];
c(vm,vy)<t) = { (t) otherwise. ©)

C
(Umﬂfy) ’

Since the residual capacity function of a reverse arc is
obtained by increasing or decreasing the flow along the
unsaturated paths, it can be seen that ¢(,,, () is a constant
function in the time period [t,,t,].

If ¢(y, v,)(t) > 0, then this arc can continue to be used to
increase back-flow and so the delay function does not change
in the time period [t,,t,].

If ¢y, .0,)(t) = 0 with t € [t,,t,], then, in the residual
capacity network G, this arc can not in any shortest dynamic
path P(ts) which will be used as a unsaturated path to
increase flow in next iteration. Therefore, the delay function
of the reverse arc (v, v,) in P(ts) is updated to:

A OO)
W(v,vy) (t) - wE’ )(t)
Vg, Uy ’

By the equations 7-10, we have following result.

t = ty;

otherwise. (10)

Observation 11. For each reverse arc (vy,vy), the time
horizon [0, T can be divided into some time periods and the
residual capacity function is a constant in each time period.
In addition, the delay function is a finite constant only at a
finite number of time points.

Secondly, we consider the functions of (v,,v,) which is
a positive arc.

As the back-flow on (v,,v,) increases by §(P(ts)), we
have that the residual capacity function of (v,,v,) is in-
creased by d(P(ts)) in the corresponding time period. Then,
let

é(vy,vw)(t) = {

By the above equation, it is easy to see that if there exists a
time period in [ty, t,] such that C/(u,, v, () = 0, then this time
period is called a saturated time period. When Clo, 0,) () >

Cl(vyavm)(t) + 5(P(t5))7 te [tyvtw};

(), otherwise.

C('Uy yVax
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0, the positive arc (v,,v,) can be used in G to increase
flow. Therefore, the delay function needs to be updated in
the saturated time period.

Without  loss of  generality, suppose that
c’(vy V) (t) = 0 in the pairwise disjoint time periods
[a1,b1], a2, b], ..., lak, bk]. For —any la;,b] where

ie{1,2,...,k}, let

t; = i i <t vy, (E sz .
argtg[lolg]{a <t Wiy, 0, (t) < i}

Then, by Lemma 10, we have that any two time periods
[t,t + W, v,)(t)] and [a;, b;] are disjoint if and only if ¢ €
[t;, b;]. Hence, a time period 7T is obtained by Eq. 3 and we
can observe that f(';y’%) (t) can be continue increased in next
iteration when ¢ € 7. Therefore, the delay function of the
positive arc (v, v,) is updated to:

w(vy,vx) (t) = {

According to the two cases as above, the sets W =
{te(t) : e € E(Q")} and C = {éc(t) : e € E(G')} are
obtained and dynamic residual capacity network is updated
to G = (V(G),E(G"),W,C,T,vs,vq). Therefore, the Al-
gorithm 2 of updating the dynamic residual capacity network
is given. Then, similar to the P(ts) in G, if there exists
a shortest dynamic path P(ts) from v, to vy in G with
departure time ¢, then p(ts) is called a f’-unsaturated path.
Furthermore, this path can be used to increase the flow [’
and update the functions é.(t) and w,(t) for each e € E(G’).
Repeat this process, the dynamic feasible flow as required in
Problem 1 is obtained until there is no unsaturated path.

Then an example related to the reverse arc is given as
follows.

Wiy, v,)(t), tET;
wEUU 7)r) (t)7 Otherwise.

Example 2. Let (v;,v,) be a reverse arc. By Observation
11, we suppose that

0, telo,1);
) )4, te1,3];
Cwn) D)=\ 3 ¢ (3,4

07 t€(47T]

and

-2, t=3;
B0 (t) = 4 1, t=4;

00, otherwise.

Assume that there exists an unsaturated path P(ts) contain-
ing (vz,vy) in G and Ty, ) = [1,3]. If 6(P(ts)) = 4,
then Val(f’) increases by 4 in the time period [1,3]. Eq. 9
implies that the residual capacity function is updated to

0, tel0,3];
é’(va)(t) =< 3, te(3,4]
0, te 4,7
Moreover, by Eq. 10, the delay function is updated to
N N -1, t=4
w(”wv“y)(t) o { 0o, otherwise.

In Example 2, we note that, after updating the residual
network, the delay function ﬁ)zvm_m)(t) of the reverse arc
(vz,vy) € E(P(ts)) N E(G)~ may be the negative value.

Algorithm 2 Update the residual network

capacity network G =
W' ,C',T,vs,v4), an unsaturated

I: Input: an residual
(V(@), E(G"),
path P(t);

2: Output: an updated residual capacity network;

3: for each (v,,vy) € E(P(t;)) N E(G) do

4: Clogroy) () = €y, ) () —=0(P(ts)) when t € [to, ty];

5 oy ron) () =y, 0y () F0(P(Ls)) when t € [to, ty];

6: wéuwvx)(t) =ty —t, when t = t,;

7: if c’(vz’vy) (t) = 0 in some time period of [t,,t,] then

8: Find the saturated time periods [a1, b1], [a2, ba],
ey [ak, bk],

9: for each i =1,2,...,k do

10: t; = argmingeor{a; <t + Wiy, 0, (1) <
bi}s

11: end for

12: TZ[tl,bﬂU[tg,bz]U...U[tk,bk];

13: wzvz,vy)(t) = oo when t € T;

14: end if

15: end for

16: for each (v;,vy) € E(P(ts)) N E(G)~ do
17: C/(vz,vy)(t) = Cl(vz,vy)(t) — 0(P(ts)),t € [ty,ta]
18: if c’(vw’vy)(t) =0 in [ty,t,] then

19: wzvzmy)(t) = oo when ¢t =t,

20: end if

21 if c’(vywm)(t) = 0 in some time periods of [t,,%,]
then

22: Find the saturated time periods [a1, b1], [a2, ba],
ceey [ak, bk];

23: for cachi=1,2,...,k do

24 ti = argmingcjorj{a; <t + Wy, 0, () <
bi};

25 end for

26: T:[tl,bﬂU[t27b2]U...U[tk7bk];

27: wzvy’vz)(t) = W(y,,v,) When t € T;

28: end if

29: c’(vy)vw)(t) = c’(vyva)(t) + 0(P(ts)),t € [ty ta)

30: end for

Then we need to consider the dynamic cycle which is defined
as follows.

Definition 12 (Dynamic feasible cycle). For any dynamic
path P(t) = {uy,us, ..., u) in the dynamic residual capac-
ity network G', suppose that the flow [’ enters P(t) from uq
at time t and leaves the path from uy. Then P(t) is called
a dynamic feasible cycle if it satisfies following conditions:

(1) up = ugs

(2) fiz () =

In above definition, if the flow leaves the path from wu; at
time ¢/, then ¢’ = ¢ + ws(t), where w's(t) is the delay of
P(t) in G'. Therefore, the conditions (1) and (2) imply that
t =t and so t =t + wp(t). That is ws(¢) = 0. Hence, we
have following observation.

WE(t) for any t € [0,T).

Observation 13. For any dynamic feasible cycle P(t) in
the dynamic residual capacity network G', the total delay
function of P(t) in G' is 0.

By Observation 13, the dynamic residual capacity network
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has no negative feasible cycle. In a static network without
negative cycles, Floyd algorithm is known to be able to
solve the shortest path problem with negative arcs. Thus,
by Observation 13, in Line 3 of Algorithm 1, for any time-
varying residual network, the shortest unsaturated path P(t;)
can be obtained by the shortest path algorithm TDSP [18]
which uses the TD-Floyd Algorithm.

C. Dynamic minimum cost maximum flow algorithm

The main problem of this paper is to calculate the min-
imum cost and maximum flow in continuous-time dynamic
networks. Therefore, similar to the Successive Shortest Path
Algorithm [4], for any f which is not the maximum flow,
Algorithm 1 is given to calculate the shortest unsaturated
path P(ts) and increase the Val(f) along the path. Then
the f is updated to a new flow f’. In Algorithm 2, by the
value of f’ on each arc in P(¢s), the residual network is
updated. Thus, the required maximum flow will be obtained
in Algorithm 3 by calling Algorithms 1 and 2 iteratively and
the steps are as follows:

o Firstly, in the initial residual network G’ obtained in
Section A, according to the Algorithm 1, a shortest un-
saturated path P(ts) with any departure time ¢, € [0, T
is calculated from the source vy to the sink vg. In
addition, the maximum increasable flow value 0(P(t5))
and the corresponding dynamic network flow [’ are
obtained;

o Compute the cost ¢(f’) by using the §(P(ts)) and f;

« Update the capacity function c’(vm,vy) (t) and delay func-
tion wy, ., 1(t) in the residual network G';

o Return to §tep 1. If the unsaturated path exists, then we
can repeat this process. Otherwise, the algorithm output
maximum flow f’ and minimum cost ¢(f”).

In this way, we get the maximum network flow f’ with the
minimum cost ¢(f’) for any departure time ¢4 € [0, 7).

Algorithm 3 Find the minimum cost maximum flow

1: Input: an residual capacity network G'(V(G), E(G"),
W', C',T,vs,vq), an initial flow f with departure time
ts and value O;

2: Output: the minimum cost maximum flow f/;

3: run Algorithm 1 to increase the value of initial flow;
4: if P(ts) is not NULL then

>

(Umqu)eE(P(tS))

Wo, y) (t) - 5(P(1s))

run Algorithm 2 to update the residual network;
return step 3;
else

return f',o(f");

10: end if

R

IV. CORRECTNESS AND COMPLEXITY

In this section, the correctness of the Algorithm 3 will be
proved. First, we consider the following theorem.

Theorem 14. In Algorithm 3, the flow f' returned by Line
9 is a maximum flow if and only if the updated residual
network G’ in Line 6 has no unsaturated path P(ts).

Proof: Suppose first that f’ is a maximum flow. If an
unsaturated path P(¢5) can be found in the residual network
G’, then we can further increase the flow by Algorithm 1, a
contradiction. Thus, the necessity holds.

Suppose next that the unsaturated path P(¢,) is not found
in the residual network G’. Let K’ = (S, 5) be a dynamic
cut when the departure time is ¢¢ in G’ such that (v,,t,) € S
if and only if there is an unsaturated path in G’ departing at
v at time ts and arriving at v, at time ¢,.

For any ((vg,ts), (vy,t,)) € K', by the definition of the
dynamic cut, we have that (vg,vy) € E(G) or (vg,vy) €
E(G)~.

Assume that (v,,v,) € E(G). If the residual capaci-
ty function c’(vz}vy)(t) > 0 for each t € [t,,t,], then,
there is an unsaturated path from v, to v, passing through
(vg, ). This is a contradiction to (v,,t,) € S. Then
c'(vmvy)(t) = 0 in some time period of [t;,t,]. That is
f(lvrfvy) (t) = C)(kvr‘,”y) [tw7 ty]

Suppose that (v, v,) € E(G)™. If f(’vywz)(t) > 0 for
each t € [t;,t,]. According to the Line 29 in Algorithm 2, it
can be seen that c’(vz’vy)(t) can continue to be increased in
the time period [t t,]. Therefore, there exists an unsaturated
path from v, to v, containing (vs,z,), a contradiction.
Hence, f(’vy’%)(t) =0 in the time period [t,,1,].

Let K = K' N {((vg,ts), (vy,ty)) : (vg,vy) € E(G)}.
Then K is a dynamic cut in G. It can be seen that Val(f') =
Z((vm,tm),(vy,ty))el( Cowvy) [tz, ty] = Cap(K). By Corollary
9, f’ is a maximum flow. [ ]

Theorem 15. Let f' and G’ be the updated flow and residual
network in some iteration of Algorithm 3, respectively. Then
1! is a minimum cost flow with value Val(f").

Proof: Suppose that f’ is improved from the flow f by
increasing the flow of each arc in the shortest f-unsaturated
path P(ts). Each arc in G’ is assigned with a time-varying
delay function w/(t). By contradiction. Assume that there
exists another dynamic feasible flow f”(¢) in G’ such that
Val(f") = Val(f') and ¢(f") < ¢(f'). Let ge(t) = /()
fe(t) for t € [0, 7). Then g is a dynamic feasible flow of G’.

Since P(t;) is the path in G’ with minimal delay w(¢s),
we have that the delay of the flow g from vs to vg is not
less than w)(ts). As ¢(f") < ¢(f') and Val(f' — f) =
Val(f" — f) = Val(g), g has some dynamic feasible
cycles C1,Cs, -+ ,Cy in the residual network G’ such that
wg, (t) < 0forsome i € {1,2,...,1}. This is a contradiction
to Observation 13. Then the result holds. ]

By the proof of above theorem, the flow f’ with departure
time ¢, returned by Algorithm 3 is a flow in G. Combining
this with Theorems 14 and 15, f’ is the minimum cost and
maximum flow. In Example 1, note that the time interval
[0,7] is divided into some time periods and the weight
functions of each arc will be different in any two time
periods. Therefore, the unsaturated path passing through e
should be considered in each time period. The number of
the time periods is denoted by «(7T). Then we can compute
the time complexity of Algorithm 3 as follows.

Theorem 16. The time complexity of Algorithm 3 is
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O(memaza(T)(ma?(T) + logs ks - n - logs a(T))), where
Cmagz 18 the upper bound of c.(t) for each e € E(G) and
te[0,T]

Proof:  Since Algorithms 1 and 2 are two sub-
procedures of Algorithm 3, we consider the two algorithms
firstly.

In Algorithm 1, the algorithm TDSP in line 3 needs
O(logj k- n - logs (T)) time. Note that P(t,) has at most
m arcs and «(7T') time periods. Then the for loop in line 5
needs O(ma(T")) time and so the complexity of Algorithm
1is O(ma(T) +logs k- n - logs a(T)).

In Algorithm 2, for each arc (v, vy) in E(P(ts))NE(G),
since there are O(a(T")) time periods in each time-varying
weight function of (v,vy), lines 4-6 need O(a(T')) time.
Note that the number of saturated time periods in line 8
is O(«(T)). For each saturated time period [a;, b;], if there
exists a time ¢ such that ¢ + w(, 1)y)(t) € [a;, b;], then the
flow which will be increased on (v, v,) can not start at node
v, at time t. As there are O(«(T)) time periods of ¢ should
be considered in line 10, the time complexity of the if loop
in lines 7-14 is O(a(T)?). Therefore, the for loop in line 3
needs O(«(T)?) time. Similarly, the time complexity of the
for loop in line 16 is O(a(T)?) as well. Note that P(t,) has
at most m arcs. Therefore, Algorithm 2 needs O(ma(T)?)
time.

The main process of Algorithm 3 is to continuously
increase the value of dynamic flow of each time period in
the residual capacity network G’. Since the capacity of each
arc at any time is an integer, the value of the flow with
departure time t, can be increased by at least 1 in each
iteration by a shortest unsaturated path. By Corollary 9, the
value of the flow is at most |N(vs)|Cmaz = O(MCmaz)s
where N(vs) = {vy : (vs,v;) € E(G')}. There are
a(T) time periods of ts in 7. Then the number of the
iterations is at most 1mc¢,q, (7)) and the total running time
is O(memaza(T)(ma(T)? +logs ks - n-logs (T))). ™

V. CONCLUSION

In this paper, we studied the minimum cost max-
imum flow problem for any departure time ¢, €
[0,7] in the continuous-time dynamic capacity network
G(\V(G), E(G),W,C,T,vs,vq) under the FIFO condition.
We proposed a minimum cost maximum dynamic flow
algorithm based on the shortest dynamic path algorith-
m and the update algorithm of the residual dynamic
network to find the optimal flow with time complexity
O(memaza(T)(ma(T)? +logs ks -n-logs a(T))). Accord-
ing to the time variability of the delay function and capacity
function, we mainly considered the process of updating the
dynamic residual network. Since the flow will not wait at
each node, the most important is to deal with the continuity
of the transmission process when we update the time-varying
capacity function and delay function of each positive arc and
reverse arc in the dynamic residual network. By the scheme
of updating, some problems related to network flow can also
be considered similarly in the dynamic networks.
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