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Abstract—As an image segmentation technique with high
real-time performance, thresholding has been widely used in
machine vision-based task processing. However, due to the
complexity of application scenarios, different methods need to
be designed for different task requirements. As an effective
tool to measure the information distance between different
information systems, relative J-divergence makes up for the
deficiency of traditional information divergence. In this paper,
a new image thresholding segmentation method is designed and
implemented based on relative J-divergence. In the process of
image segmentation, the optimal threshold is found based on the
minimum relative J-divergence criterion. The optimal threshold
is applied to separate the image pixels into two parts, namely
target and background, so as to achieve the purpose of image
segmentation. In the comparison with some classical algorithms,
the proposed method is applied to the segmentation of nonde-
structive testing and other images. The experimental results
verify the effectiveness, application prospects and popularize
value of the proposed method.

Index Terms—image segmentation, histogram thresholding,
information divergence, relative J-divergence.

I. INTRODUCTION

IN many intelligent applications based on machine vision,
image segmentation [1-2] is the underlying key technol-

ogy to realize the entire intelligent components, such as
industrial automation [3], medical auxiliary diagnosis [4-
5], intelligent agriculture [6] and other production practice
applications [7]. In the field of image segmentation, a kind
of technology has been widely concerned in research and
practical application. The technique is image thresholding
segmentation technique. Image thresholding has become a
very popular technology in image segmentation because of
its simplicity in implementation, high real-time performance
in application and good segmentation effect if the algorithm
is properly selected for a specific task [8-10].

The most famous image thresholding segmentation al-
gorithms include maximum between-class variance method
[11], maximum entropy method [12], minimum error method
[13], minimum cross entropy method [14], etc. Otsu [11]
proposed the maximum between-class variance method. This
method has been successfully applied in many fields and
is also called Otsu method in various research literatures
[15-18]. In this method, based on the histogram of image
gray level, the author firstly classifies the image pixels into
two categories by selecting one threshold, then constructs the
between-class variance of the two categories, and finally de-
termines the optimal threshold by finding the maximum value
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of between-class variance within the range of image gray
level so as to achieve the purpose of image segmentation. The
Otsu method has become one of the most well-known and
widely used method due to its excellent performance. One of
the shortcomings of Otsu method is that if the pixels’ class
distribution of image gray level histogram is not balanced,
it is easy to cause the optimal threshold value to occupy
the side with the dominant distribution [18]. The maximum
entropy method [12] was proposed by Kapur et al. In this
method, the histogram is regarded as the probability distri-
bution of image gray level, and then the Shannon entropy is
used to measure the amount of information in the image. The
optimal threshold is obtained by maximizing the Shannon
entropy in the image gray level interval. The maximum
entropy method cleverly applies information theory to the
field of image segmentation, and because of its excellent
performance in the field of practical applications, the method
has also gained rapid popularity since it was proposed [19].
The minimum error thresholding method was proposed by
Kittler and Illingworth [13]. Based on the error analysis
principle, a pixels’ classification error criterion based on
image histogram distribution is constructed, and then the
optimal threshold is obtained by minimizing the criterion.
The minimum cross entropy method was proposed by Li
and Lee [14]. Similar to the maximum entropy method, the
minimum cross entropy method also regards the gray level
histogram distribution of the entire image as an information
system. Then, the cross entropy is used to measure the
information difference between the original image and the
segmented image. Finally, the optimal threshold is obtained
by minimizing cross entropy.

The above four methods have achieved great success in
their respective application fields, and become the well-
deserved typical representatives in the field of image thresh-
olding segmentation technology. However, due to the defects
of the criterion itself, these methods also have some insur-
mountable shortcomings, such as the unbalanced distribution
threshold deviation problem in Otsu method [18], the mean-
ingless problem of maximum entropy method and minimum
cross entropy method when frequency distribution of some
gray-levels in image histogram is 0, and the distribution
fitting problem of minimum error thresholding method based
on normal distribution [20]. Therefore, in order to overcome
the shortcomings of these methods, many researchers have
put forward many improvement schemes.

Relative J-divergence [21] is a new divergence measure
proposed by Dragomir et al. Compared with traditional
divergence measures (such as cross entropy), this measure
can better measure the difference between different prob-
ability distributions, and makes up for some deficiencies
in traditional divergence, so it has been widely used in
many fields [22]. Image segmentation can be regarded as an
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information measurement problem for image thresholding.
Compared with the original image, if the loss of information
of the segmented image is smaller, the segmentation effect
should be better theoretically. Therefore, taking the relative
J-divergence as the measurement tool of information loss
in image segmentation, a new image threshold segmentation
algorithm is proposed in this paper.

In the following, the Section 2 describes the basic theory
and algorithm framework of the proposed method. The seg-
mentation experiments and analysis are described in Section
3. The Section 4 summarizes and makes some concluding
description.

II. METHODOLOGY OF PROPOSED METHOD

A. Relative J-divergence

Divergences play an important role in the fields of pattern
recognition, optimization, estimation, and neural computa-
tion etc. For two n-dimensional probability distributions
P = (p1, p2, · · · , pn) and Q = (q1, q2, · · · , qn), the relative
J-divergence is defined as follows.

D(P |Q) =
n∑

i=1

[
(pi − qi) log

(
pi + qi
2qi

)]
(1)

Divergence measures are commonly used to find a distance
or difference between P and Q. Usually, the P corresponds
to the observed data and the Q to estimated or expected data
which are subject to constraints imposed on the assumed
models.

B. The Proposed Thresholding Method

Based on the relative J-divergence, we proposed a new im-
age threshold segmentation method. For a grey-level image
I with size m×n, the implementation steps of the proposed
method are described as follows.

Step 1: Count the number of gray levels of the image
I , and represent it with G = {0, 1, 2, · · · , L}. Here, L
represents the maximum gray level of the image I . For 8-bit
digital image, L = 255.

Step 2: Calculate the frequency probability of each gray
level in the image I , and represent it with hi = ni/(m×n).
Here, ni represents the frequency of occurrence of the
ith gray level in the image I . The frequency probability
of the whole image I can be expressed by set H =
{h0, h1, · · · , hL}.

Step 3: Assuming that t is a selected segmentation
threshold, t divides G into two parts G0 and G1. Here,
G0 = {0, 1, · · · , t}, and G1 = {t+ 1, t+ 2, · · · , L}.

Step 4: Calculate the sum of frequency probabilities P0,
P1 about G0 and G1 with Equation 2.

P0 =
t∑

i=0

hi , P1 =
L∑

i=t+1

hi (2)

Step 5: Calculate the image graylevel mean m0 and m1

about G0 and G1 based on Equation (3).

m0 =
1

P0

t∑
i=0

(i× hi) , m1 =
1

P1

L∑
i=t+1

(i× hi) (3)

Fig. 1. The algorithm flow chart of the proposed method.

Step 6: Calculate the relative J-divergence J0 and J1 with
respect to G0 and G1 using Equations 4 and 5.

J0 =
t∑

i=0

{
hi

[
(i−m0) log

(
i+m0

2×m0

)]}
(4)

J1 =

L∑
i=t+1

{
hi

[
(i−m1) log

(
i+m1

2×m1

)]}
(5)

Step 7: Define the criterion function for image threshold-
ing segmentation with Equation 6.

J = J0 + J1 (6)

Step 8: Search the optimal threshold t∗ in G by Equation
7.

t∗ = argmin
t∈G

[J ] (7)

Step 9: If the image graylevel values of coordinates (x, y)
of original image and segmented image are denoted by
f(x, y) and s(x, y) respectively, the value of s(x, y) can be
determined by Equation 8 according to the optimal threshold
t∗.

s(x, y) =

{
0, f(x, y) ≤ t∗

255, f(x, y) > t∗
(8)

Step 10: Output the result: the segmented image S.
In the proposed method, the relative J-divergence is used

as the criterion function of the information loss of the
segmented image relative to the original image. Theoretically,
if the value of the criterion function is smaller, the quality
of the segmented image is closer to the original image, and
it should also be said that the segmentation quality is better.

C. Algorithm Flow diagram

In order to show the details of the proposed method more
intuitively, here we use Figure 1 to describe the algorithm
flow of the proposed method.
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III. EXPERIMENTS AND ANALYSIS

To verify the effectiveness of the proposed method, the
segmentation experiments are carried out in this Section.
In experiments, the performance of the proposed method is
compared with four famous methods mentioned above. The
four methods are maximum between-class variance method
presented by Otsu [11], maximum entropy method presented
by Kapur et al. [12], minimum error thresholding method
presented by Kittler and Illingworth [13], and minimum cross
entropy method presented by Li and Lee [14]. In addition,
an improved method based on the idea of Otsu’s method
[17] is also compared with the proposed method in this
paper. For the convenience of description, here we refer to
these methods as Otsu method, ME method, MET method,
MCE method, IOtsu method, and the proposed method,
respectively.

The above methods are all implemented by MATLAB
programming language. The experimental environment is as
follows.

Hardware environment: A laptop with Intel(R) Core (TM)
i7-8550U CPU @1.80GHz 1.99 GHz and 16.0 GB RAM.

Software environment: 64-bit Windows 11 Home Chinese
version operating system, MATLAB 7.10.0.499 (R2010a).

A. Performance Evaluation

In experiments, we first carried out the performance
comparison experiments. In the performance comparison
experiments, we selected the images from reference [9] as
the experimental images. The images from reference [9] not
only contain the original images, but also the real segmented
images manually segmented by experts. Therefore, these
images are very suitable for the performance evaluation of
image segmentation algorithm. These images have been used
in many literatures.

Here, four images are selected for the performance eval-
uation experiments. The four images are shown in Figure
2. For the convenience of narration, these four images are
referred to as IM1, IM2, IM3, and IM4, respectively. IM1
and IM2 are two nondestructive testing images of workpieces
with defects. IM3 is a printed circuit board (PCB) image for
nondestructive testing. IM4 is a is contaminated document
image. Figure 3 shows the real segmented images by experts,
i.e., the ground-truths of images in Figure 2. The sizes of
these images are 51×98, 74×111, 243×232, and 227×551,
respectively.

Figure 4 lists the gray-level histograms of these four im-
ages. As can be seen from Figure 4, the gray-level frequency
distributions of these images are very uneven, with unimodal,
bimodal and multimodal distributions. It is not a simple task
to separate the background and the target of the image by
finding a suitable threshold.

Figures 5-8 show the segmentation results of these four
images. Figure 5 shows the result of image IM1. As can
be seen from Figure 5, the segmentation result of MET
method is the worst. The proposed method and the MCE
method have better segmentation results than the other three
methods. The MET method does not separate the image
object from the background at all. The residual noise pixels
in the segmentation results of Otsu method, ME method and

Fig. 2. The four original images for performance evaluation.

Fig. 3. The ground-truths of four test images.

IOtsu method are more than those of the proposed method
and MCE method.

Figure 6 shows the result of image IM2. It can be seen
from Figure 6 that the edges of the segmentation results
obtained by the MET method, the MCE method and the
proposed method are relatively smooth, while the edges of
the results obtained by the Otsu method, the ME method and
the IOtsu method have some residual noise pixels.

Figure 7 shows the result of image IM3. Visually, in Figure
7, the ME method basically does not effectively separate the
target, and the results obtained by other methods are basically
similar, and they all separate the target.

Figure 8 shows the result of image IM4. In Figure 8, the
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Fig. 4. The histograms of test images.

Fig. 5. The segmented results of image IM1 by 6 different methods.

Fig. 6. The segmented results of image IM2 by 6 different methods.

results obtained by the ME method, MET method and IOtsu
method are vague, while the results obtained by the Otsu
method, MCE method and proposed method are clear and
the characters can be distinguished.

Table 1 lists the optimal thresholds obtained by each
method when segmenting test images. As can be seen from
Table 1, the optimal thresholds obtained by IOtsu method are
similar to that obtained by Otsu method, and the threshold
obtained by the proposed method are similar to that obtained
by MCE method. The Otsu method and IOtsu method are
based on the theory of between-class variance, and the MCE
method and proposed method are based on the divergence

Fig. 7. The segmented results of image IM3 by 6 different methods.

TABLE I
THE OPTIMAL THRESHOLDS OF TEST IMAGES OBTAINED BY 6 METHODS.

Method IM1 IM2 IM3 IM4

Otsu method 113 123 106 136
ME method 117 139 155 171

MET method 169 78 68 203
MCE method 110 108 94 111
IOtsu method 116 118 100 168

Proposed method 110 107 93 110

theory. Therefore, it is not surprising that the results obtained
by these methods are similar from theoretical source, which
also verifies the effectiveness of the proposed method from
another aspect.

Table 2 lists the time performance comparison for each
method. As can be seen from Table 2, the proposed method
did not take more than 0.02 seconds for the segmentation of
image IM4 with the largest size 227×551 in the test images.
Compared with the Otsu method, the time-consuming of the
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Fig. 8. The segmented results of image IM4 by 6 different methods.

proposed method is about one-fifth of the time-consuming of
the Otsu method. Therefore, in terms of time performance,
the proposed method has good popularization and application
value.

TABLE II
THE PERFORMANCE COMPARISON OF CALCULATION TIME (SECOND).

Method IM1 IM2 IM3 IM4

Otsu method 0.0346 0.0477 0.0743 0.1106
ME method 0.0121 0.0209 0.0326 0.0464

MET method 0.0071 0.0093 0.0113 0.0148
MCE method 0.0075 0.0101 0.0128 0.0154
IOtsu method 0.0095 0.0149 0.0164 0.0207

Proposed method 0.0077 0.0113 0.0128 0.0150

TABLE III
THE COMPARISON OF NTPM FOR EACH METHOD.

Method IM1 IM2 IM3 IM4

Otsu method 0 0 0 0
ME method 0 0 0 0

MET method 0 297 1317 0
MCE method 0 0 0 21
IOtsu method 0 0 0 0

Proposed method 0 0 0 24

TABLE IV
THE COMPARISON OF NBPM FOR EACH METHOD.

Method IM1 IM2 IM3 IM4

Otsu method 98 237 2016 587
ME method 192 458 12305 3683

MET method 4291 0 68 9037
MCE method 67 78 1072 86
IOtsu method 164 199 1588 3319

Proposed method 67 70 999 76

The analysis of segmentation results in Figures 5-8 are all
qualitative analysis based on visual discrimination. In order
to describe the performance of each method more objectively,
the results of each method will be analyzed quantitatively
below. In order to facilitate the analysis, we first define the
following parameter variables.

TNMP: The total number of misclassified pixels.
NTPM: The number of target pixels that are misclassified.
NBPM: The number of background pixels that are mis-

classified.
TNPI: The total number of pixels in the image.
RMP: The ratio of misclassified pixels in the image.
Where, TNMP = NTPM + NBPM; TNPI = m×n, m×n

is the size of image; RMP = TNMP / TNPI. For TNMP,
NTPM, NBPM, and RMP, the smaller their values, the better
the performance of the segmentation algorithm.

Tables 3-5 show the statistical data of NTPM, NBPM and
RMP respectively.

It can be seen from Table 3 that the MET method
misclassifies more target pixels on images IM2 and IM3.
The MCE method and the proposed method misclassify a
few target pixels on image IM4.

As can be seen from Table 4, the Otsu method on image
IM3, ME method on images IM3 and IM4, MET method on
images IM1 and IM4, MCE and the proposed methods on
image IM3, IOtsu method on images IM3 and IM4, more
background pixels are misclassified.

From Table 3 and 4, the performance of the proposed
method is generally better than other methods on the test
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TABLE V
THE COMPARISON OF RMP FOR EACH METHOD.

Method IM1 IM2 IM3 IM4

Otsu method 0.0196 0.0289 0.0358 0.0047
ME method 0.0384 0.0558 0.2183 0.0294

MET method 0.8585 0.0362 0.0246 0.0723
MCE method 0.0134 0.0095 0.0190 0.0009
IOtsu method 0.0328 0.0242 0.0282 0.0265

Proposed method 0.0134 0.0085 0.0177 0.0008

Fig. 9. The original images for testing.

Fig. 10. The histograms of test images.

images, which can also be seen from Table 5. In Table 5,
the values of RMP of the proposed method are all smaller
than those of other methods.

B. Experiments on Other Images

To better verify the effectiveness of the proposed method,
another experiments are conducted on other types of images.
Here, an X-ray image [23] for security check and a human
chromosome image [4] for karyotype analysis are selected
for testing.

The two original images are shown in Figure 9, and their
histograms are shown in Figure 10. The size of X-ray image
is 452× 612, the size of chromosome image is 576× 768.

As can be seen from Figures 9 and 10, for the X-ray image,
the gray level of its target pixels is mainly concentrated in
the low value range, and the amount of target pixels accounts
for a small proportion of the whole image, which can be
seen from Figure 10 (a). For chromosome image, its target
pixels account for a small proportion of the total pixels of
the whole image, and the background pixels account for a
large proportion, which are mainly distributed at and near 0
gray level.

TABLE VI
THE OPTIMAL THRESHOLDS OBTAINED BY EACH METHOD.

Method X-ray image Chromosome image

Otsu method 102 60
ME method 119 16

MET method 254 0
MCE method 76 13
IOtsu method 112 58

Proposed method 74 11

TABLE VII
THE COMPUTING TIME OF DIFFERENT METHODS (SECOND).

Method X-ray image Chromosome image

Otsu method 0.2910 0.5637
ME method 0.0981 0.2759

MET method 0.0164 0.0181
MCE method 0.0178 0.0203
IOtsu method 0.0222 0.0225

Proposed method 0.0180 0.0209

Table 6 shows the optimal thresholds obtained by each
method for segmentation of X-ray image and chromosome
image. Table 7 shows the computing time of each method
on segmentation of X-ray image and chromosome image.

As can be seen from Table 6, the optimal thresholds
obtained by the proposed method and MCE method conform
to the above analysis. The thresholds obtained by the MET
method are a little extreme. The thresholds obtained by Otsu
methods and IOtsu method are slightly biased towards the
dominant distribution of gray level, and the thresholds ob-
tained by ME method are somewhat similar to that obtained
by Otsu method.

From the calculation time of each method in Table 7, the
time performance advantage of the proposed method is also
more prominent, which meets the requirements of high real-
time tasks.

Figures 11 and 12 show the segmentation results of each
method on X-ray image and chromosome image. For the X-
ray image, the segmentation result obtained by MET method
is the worst, and there are more noise pixels left in the
results obtained by ME method and IOtsu method. The
Otsu method, MCE method and the proposed method obtain
better results. For the chromosome image, the Otsu method
and IOtsu method are a bit over-segmented, while the MET
method is a bit under-segmented. For the ME method, MCE
method and the proposed method, they obtain better segmen-
tation results. For these two images, the results obtained by
the proposed method are smoother in comparison.

IV. CONCLUSION

Image segmentation plays a very important role in machine
vision-based image processing tasks. Due to the complexity
of various task scenarios, appropriate segmentation algo-
rithms are required to meet the task requirements under
different conditions. In this paper, an image threshold seg-
mentation method based on relative J-divergence is proposed.

Compared with some classical image threshold segmen-
tation algorithms, the performance of the proposed method
is investigated on the segmentation of nondestructive testing
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Fig. 11. The segmented results of X-ray image.

Fig. 12. The segmented results of chromosome image.

images, degraded document images, X-ray images for se-
curity check and human chromosome images for karyotype

analysis. On the basis of the above experiments, the perfor-
mance of the proposed method is analyzed qualitatively and
quantitatively.

Experimental results show that the proposed method has
good segmentation performance and less computation time.
The performance of the proposed method is better than
or similar to that of the classical threshold segmentation
algorithms. This also shows that the proposed method has
a good value of promotion and application.

At present, we only investigate the segmentation perfor-
mance of the proposed method on gray image. The real world
is rich and colorful. In the future, we will also apply the
proposed method to color image segmentation and analyze
its performance.
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